
Interface phenomena in
La1/3Sr2/3FeO3 / La2/3Sr1/3MnO3

heterostructures
and

a quest for p-electron magnetism

Von der Fakultät für Mathematik, Informatik und Naturwissenschaften der RWTH
Aachen University zur Erlangung des akademischen Grades eines Doktors der

Naturwissenschaften genehmigte Dissertation

vorgelegt von

Diplom-Physiker

Markus Waschk

aus Witten

Berichter: Univ.-Prof. Dr. rer. nat. Thomas Brückel
Univ.-Prof. Dr. rer. nat. Larissa Juschkin

Tag der mündlichen Prüfung: 03. November 2017

Diese Dissertation ist auf den Internetseiten der Universitätsbibliothek online verfügbar.





Zusammenfassung

Übergangsmetalloxide sind aufgrund ihres korrelierten Elektronensystems vielversprech-
ende Kandidaten für neuartige Speicherkonzepte und Sensoren. Bauteile aus solchen Ma-
terialien können aus Heterostrukturen bestehen, bei denen die Grenz�äche interessante
Eigenschaften aufweist, die im Volumenmaterial nicht gefunden werden können. Beispiele
für solche E�ekte sind zum einen magnetische Grenz�ächen zwischen zwei nicht mag-
netischen und zum anderen elektrisch leitende Grenz�ächen zwischen zwei isolierenden
Materialien. Dabei zeigen sie eine hohe Emp�ndlichkeit auf externe Erregungen, wie zum
Beispiel magnetische Felder. Diese Arbeit konzentriert sich auf eine systematische Studie
des Systems La1/3Sr2/3FeO3 (LSFO) und La2/3Sr1/3MnO3 (LSMO). Dabei weist LSFO
eine Vielzahl von spannenden Eigenschaften auf. Neben einem Verwey Übergang, der von
einer Widerstandsänderung von acht Gröÿenordnungen begleitet ist, können Ladungsord-
nung und Antiferromagnetismus beobachtet werden. LSMO hingegen ist ein ferromag-
netisches Material, dessen Magnetismus durch epitaktische Verspannungen oder elektro-
nischer Dotierung innerhalb der Grenz�äche stark beein�usst werden kann. Die Proben in
dieser Arbeit wurden mittels einer Kombination aus zwei etablierten Wachstumsmetho-
den, Molekularstrahlepitaxie und Hochdrucksputtern, hergestellt. Anschlieÿend wurden
die Proben hinsichtlich ihrer Ober�ächenbescha�enheit, Kristallstruktur und magnetisch-
en Eigenschaften charakterisiert. Es konnte gezeigt werden, dass die Kombination zweier
Herstellungsverfahren keinen Ein�uss auf die Qualität der Proben hat. Alle untersuchten
Proben sind stöchiometrisch und weisen eine gute Kristallinität und geringe Ober�ächen-
rauigkeiten auf. An der Grenz�äche LSMO/LSFO tritt starke Interdi�usion von Eisen
in mindestens neun Monolagen des LSMO auf, während das System LSFO/LSMO kein
solches Verhalten zeigt und die Interdi�usion auf maximal zwei Atomlagen beschränkt
bleibt. Die Unterschiede beider Proben p�anzen sich auch auf die magnetischen Eigen-
schaften fort. Bei LSMO/LSFO kann eine Erhöhung der Curie Temperatur, sowie eine
Reduzierung der Magnetisierung in der Grenz�äche, beobachtet werden. LSMO/LSFO
allerdings zeigt ein sehr interessantes Verhalten. Während eine M(H) Messung bei 10K
einen Exchange Bias E�ekt und eine starke Einkühlfeldabhängigkeit der Hysteresenform
zeigt, kann bei 110K eine invertierte Hysterese gemessen werden. Der Magnetismus ist
in diesem System homogen über die gesamte magnetische Schicht verteilt.
Ein weiterer Teil der Arbeit widmet sich einer neuen Klasse von magnetischen Materi-
alien, bei denen der Magnetismus von p-Elektronen verursacht wird. Ein solches Sys-
tem ist z. B. dotiertes BaTiO3 und wurde von Gruber et al. [1] theoretisch vorausge-
sagt. BaTiO3 ist ein ferroelektrisches Material, das durch das Einfügen von Magnetismus
über Dotieratome multiferroische Eigenschaften aufweisen könnte. Dies würde neue Wege
für neuartige Speicher scha�en, die deutlich leistungsfähiger bei gleichzeitig reduzierten
Energieverbrauch sind. Ein weiteres System aus dieser Klasse wurde von Oja et al. [2]
eingeführt. Es basiert auf einer Heterostruktur zweier Materialien die kein magnetisches
Übergangsmetallion (3d,4f) besitzen, aber dennoch eine ferromagnetische Grenz�äche
aufweisen (z. B. KTaO3/SrTiO3). Da die Realisierung solcher Systeme sehr schwierig
ist, werden nur erste Ergebnisse der Probenherstellung beider Systeme gezeigt.
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Abstract

Transition metal oxides (TMO's) show functionalities which make them promising can-
didates for sensors and storage devices in future information technologies, because of
electronic correlations and complex ordering phenomena. Such devices will consist of
heterostructures of di�erent TMO's, where interfaces can add additional functionalities,
which cannot be found in the individual constituents. The subtle balance between elec-
tronic, spin, and lattice degrees of freedom leads to a variety of quantum phenomena
in TMO's and results in an extreme sensitivity to external stimuli such as pressure and
magnetic �elds. The use of thin �lms increases the plethora of phenomena due to the
reduced dimensionality, and epitaxial strain. At the interface completely new phenomena
like magnetic interlayers between two non-magnetic layers or metallic behavior between
two insulating materials may emerge, which cannot be found in the bulk materials.
The main part of this thesis is an investigation of the system La1/3Sr2/3FeO3 (LSFO) and
La2/3Sr1/3MnO3 (LSMO). LSFO contains a Verwey transition with a resistivity increase
of eight orders of magnitude from 300K to 10K, coinciding with an antiferromagnetic and
a charge ordering transition. The samples were prepared with two powerful oxide growth
methods, the high oxygen pressure sputtering, which was used for the LSMO growth,
and a state of the art oxide molecular beam epitaxy system for the LSFO growth. The
optimized growth of the individual layers and the heterostructures will be presented in
detail. Furthermore, a detailed investigation with regard to structural, magnetic, and
electronic properties will be shown.
Single layers as well as heterostructures grow epitaxially on a SrTiO3 substrate, in spite of
a transfer procedure from one preparation chamber to another under atmosphere, which
was necessary for the growth of heterostructures. The stoichiometric samples exhibit a
good crystallinity and low surface roughness. However, the interface morphology in the
heterostructures depends crucially on the growth order. Signi�cant iron interdi�usion
from the pre-deposited LSFO into the LSMO layer to at least nine unit cells is observable
for the system LSMO/LSFO, whereas the LSFO deposited on LSMO exhibits a sharp
interface with interdi�usion restricted to two unit cells at most.
The di�erences of the magnetic properties are also remarkable. The LSMO/LSFO sample
shows an increased Curie temperature, a reduced interface magnetization, and a vanish-
ing exchange bias e�ect, which is linked to the interdi�usion. In contrast, the system
LSFO/LSMO has a homogeneous magnetization in the whole layer, but the macroscopic
magnetization measurements reveal an additional magnetic impurity phase which persists
at temperatures higher than 380K, with a rather high coercive �eld. M(H) measurements
feature an inverted hysteresis at 110K and a strong �eld cooling dependency of the mag-
netization at 10K, which includes a signi�cant exchange bias e�ect.
The second investigated system belongs to a new class of magnetic materials, namely those
where magnetism is caused by p-electrons as predicted by Gruber et al. [1] and Oja et al.
[2]. These materials provide new routes to future storage devices as one can magnetically
dope ferroelectric materials like BaTiO3 to achieve arti�cial multiferroic materials. The
realization of such systems seems to be challenging and only initial results of a BaTiO3

bulk system and KTaO3/SrTiO3 heterostructure can be presented.
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1 Introduction

Nowadays the requirements on devices in information technology are rapidly increasing,
which makes it necessary to �nd new routes to create highly e�cient devices. Transition
metal oxides are promising candidates to ful�ll these requirements [3]. The physical
properties of such materials are determined by their highly correlated electron system,
which leads to a multiplicity of fascinating phenomena like superconductivity [4], colossal
magnetoresistance (CMR) e�ect [5], or multiferroic behavior [6, 7], to name just a few
interesting examples, which show the high potential of this material class.
The ground state of these materials is determined by a delicate equilibrium of di�erent
degrees of freedom like spin order, charge order, or crystal lattice distortions, respectively.
This enables one to tune or change the physical properties by external in�uences. These
in�uences can, e.g. be lattice strain, magnetic or electric �elds.
Besides the bulk materials, heterostructures of transition metal oxides expand the possibil-
ities of designing new arti�cial material systems. Heterostructures are thin �lm systems
of di�erent materials which grow epitaxially on each other. Sample preparation with
state-of-the-art growth techniques such as oxide molecular beam epitaxy or high oxygen
pressure sputtering enables the growth of thin �lm systems with atomically sharp inter-
faces in between two di�erent layers. These interfaces can show completely new properties
which cannot be found in the parent bulk materials or single layers. One example is the
combination of the two dielectric perovskite oxides LaAlO3 and SrTiO3 leading to super-
conductivity which is con�ned to a thin sheet at the interface [8]. An induced magnetism
at the interface of these two non-magnetic materials [9] could also be found. Some fur-
ther examples are the combination of the two antiferromagnetic materials LaMnO3 and
SrMnO3, which show a strong ferromagnetic interface magnetization [10]. Besides these
interesting phenomena coupling via the interface of two materials can be achieved through
in�uencing lattice strain, magnetic, or electronic degrees of freedom. One example are
multiferroic materials, which are rare in nature, because normally ferromagnetic and ferro-
electric behavior is contradicting. The reason is that ferroelectric behavior requires empty
electron d-shells, whereas for ferromagnetism these electrons are essential [11]. The com-
bination of a ferromagnetic and ferroelectric material as a heterostructure provides a new
approach to arti�cial multiferroic materials. Achieving a coupling between these layers
via lattice strain, for instance, enables a new kind of a highly e�cient storage material
[12], which uses electric �elds to write the magnetically stored data.
The interface coupling of two di�erent systems is the central point in this work. A
crucial part of this thesis is dedicated to the growth of high quality heterostructures,
which is in general not trivial, especially for transition metal oxides. The rather complex
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Introduction

structure, which is often a (distorted) perovskite structure, makes high demands on the
growth processes like high growth temperatures, and slow growth rates, which supports
interdi�usion between two layers and a�ects the interface properties signi�cantly.
The �rst system is the heterostructure La1/3Sr2/3FeO3/La2/3Sr1/3MnO3, which has been
chosen as an ideal model system to study the in�uence of charge carrier doping on the
interfacial magnetization of a transition metal oxide, where ferromagnetism and conduc-
tivity are present. La1/3Sr2/3FeO3 acts as a charge carrier reservoir for the ferromag-
netic La2/3Sr1/3MnO3 layer. Charge carrier doping at the interface can be drastically
changed by a signi�cant change in resistivity of the La1/3Sr2/3FeO3 layer, which under-
goes a Verwey-like transition at 200K. Further properties of La1/3Sr2/3FeO3 are antifer-
romagnetism and charge ordering, which occurs at the same temperature. The chosen
stoichiometry of La2/3Sr1/3MnO3 is deep in the ferromagnetic dome [13] and any changes
of the interfacial magnetism with temperature must be caused by changes in the elec-
tronic structure of the La1/3Sr2/3FeO3 as we pass through the Verwey transition at 200K.
As La1/3Sr2/3FeO3 resistivity changes by eight orders of magnitude between 300K and
10K, a continuous tuning of the proximity e�ect is possible. A further point of interest
is the magnetic coupling mechanism of the antiferromagnet La1/3Sr2/3FeO3 and the ferro-
magnetic La2/3Sr1/3MnO3, which has been investigated with regard to an exchange bias
e�ect and the mechanism of magnetization reversal. These heterostructures have been
grown with a combination of Oxide Molecular Beam Epitaxy (OMBE) system and High
Oxygen Pressure Sputtering Automat (HOPSA). Prior to the work on thin �lms a study
of polycrystalline La1/3Sr2/3FeO3 has been inserted in order to investigate the atomic and
magnetic structure of the bulk material. In a second part of the thesis, a novel approach
to create functional magnetic materials for information technologies was attempted. In
common magnetic materials, magnetism originates from un�lled transition metal d or
f shells. An exciting recent idea is to try to achieve magnetism within the p-electron
system. This opens potentially new routes towards multifunctional materials.
One system is a heterostructure build from KTaO3 and SrTiO3, which does not contain
a typical magnetic ion and the magnetism originates from polarized oxygen p orbitals
within a charge imbalanced interface as reported by Oja et al. [2]. Exchanging SrTiO3

with BaTiO3, which is a ferroelectric material, could lead to a multiferroic compound. In
this thesis the focus lies on the growth of KTaO3. A further study was done on BaTiO3

powder, where a theoretical work published by Gruber et al. [1] predicts a magnetic
ground state due to doping with boron, carbon, or nitrogen, which is an e�ect of the spin
polarization of the dopant's p orbitals. Next to the arti�cial heterostructure approach
to achieve multiferroicity, this kind of material can be used as a magnetically doped
ferroelectric material, where coupling of both degrees of freedom can be achieved through
lattice strain e�ects.

Outline of this thesis

This thesis starts with this introduction into the fascinating world of transition metal
oxides followed by the basic theory which introduces the perovskite structure, the crystal
�eld, and the magnetic interactions in the underlying system, for instance. As scattering
is frequently used in this work, the scattering theory is introduced in detail in Chapter 3.
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The basics of thin �lm growth and the used thin �lm preparation techniques are described
in Chapter 4 in detail, because lots of e�orts were necessary to achieve high quality thin
�lms. Chapter 5 introduces the used characterization techniques and instruments.
The following chapters are divided as follows:

Chapter 6 gives an introduction into La1/3Sr2/3FeO3 and summarizes the work on
this compound, which includes the polycrystalline powder preparation and analysis as
well as single layer growth and characterization. Additionally, this chapter focuses on
synchrotron X-ray and neutron powder di�ractometry data, which helps to reveal the
atomic and magnetic structure of the polycrystalline powder.

Chapter 7 introduces the La2/3Sr1/3MnO3 single layer, which includes an overview
about its versatile properties, sample preparation and the characterization of the grown
layers.

Chapter 8 contains the detailed discussion about the combination of La1/3Sr2/3FeO3

and La2/3Sr1/3MnO3 to a multifunctional bilayer system. A crucial part of this work
is the magnetization and neutron data in order to understand the reversal mechanism
of magnetization and the in�uence of the charge carrier density changes due to the re-
sistivity changes of La1/3Sr2/3FeO3. This also includes polarized neutron re�ectometry
measurements.

Chapter 9 describes the work on BaTiO3 powder doping and single layer KTaO3. Here,
the main focus lies on the development of KTaO3 growth procedures.

Each chapter is concluded separately and also an detailed outlook is given there. However,
a short outlook with respect of the complete thesis is given in Chapter 10.

Appendix A, B, and C provide a list of all used acronyms, physical quantities and
constants. Appendix D contains supplementary information as re�nement parameters,
detailed growth procedures, and additional measurements.
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2 Basics

This chapter introduces the perovskite structure and related properties. Furthermore it
will focus on SrTiO3 (STO), which has been used as the substrate material for all thin
�lms grown throughout this work.
An introduction into crystal �eld theory and magnetic interaction arising in the treated
systems will also be given.

2.1 Perovskite structure

The original perovskite CaTiO3 was discovered by Gustav Rose in 1839 and is named
after the Russian mineralogist Lew Alexejewitsch Perowski. Materials which show the
same or similar structure are described as perovskite structure. All discussed materials
in this thesis exhibit perovskite structures. The main characteristic for materials with
perovskite structure are two types of atoms on di�erent sites of a cubic lattice, the A-site
and B-site. The B-site atom is surrounded by six nearest oxygen atoms which build an
octahedron. This octahedron is the structural building block. The A-site and B-site ions
must �t into the voids. The oxygen atoms are located at the centers of the cube faces,

c

ba

Sr

O
Ti

Figure 2.1: Cubic perovskite structure of STO. The A-site is occupied by Sr atoms, the B-site by
Ti atoms. The blue marked octahedron speci�es the oxygen environment, which is characteristic
for the perovskite structure. The dedicated space group is Pm3̄m. The �gure was made with
VESTA [14].

which are created by eight A-site atoms at the edges of a cubic unit cell. Figure 2.1 shows
the room temperature cubic perovskite structure of the commonly used substrate STO.
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In this case the transition metal titanium occupies the B-site and strontium occupies the
A-Site as depicted.
Not all materials crystallize in a cubic con�guration, even the eponym CaTiO3 (CTO)
does not crystallize in a cubic structure. As the ionic radii play a key role for the crystal
space group, the quite small Ca ions lead to an orthorhombic distortion [15]. The theory
of the in�uence of the ion size on the structure was described by Goldschmidt in 1926
[16]. He de�ned the so-called tolerance factor τ , which can be written for the chemical
formula ABX3 as

τ =
rA + rX√
2(rB + rX)

,

with the ionic radii ri for the di�erent atoms in the compound. The calculated tolerance
factor τ for the example STO is 0.94. After comparing the calculated value with Table 2.1
one can expect a cubic perovskite structure, which was con�rmed by several groups [17].
However, below 105K STO undergoes an antiferrodistortive phase transition [18, 19],
which is shown in Fig. 2.2. It is characterized by a transition from a cubic to a tetragonal
structure by rotation of the oxygen octahedron around a cubic axis with a rotation angle
φ. Adjacent oxygen octahedra rotate oppositely. This is a transition from space group

b

a

Sr

Ti

O

φ

Figure 2.2: Antiferrodistortive transition at 105K of STO. The oxygen octahedron rotates
around the cubic c-axis with the rotation angle φ which leads to a transition from cubic to
tetragonal. The rotation of the octahedra in two adjacent cells is opposite. Adapted from [18].

Pm3̄m to I4/mcm, where the unit cells of the cubic and tetragonal phases are connected
by atet ≈

√
2acub and ctet ≈ 2ccub [20]. This means that the primitive unit cell is four

times larger than in the cubic phase. In the course of this thesis the in�uence on magnetic
layers grown on STO is discussed, especially in proximity to La2/3Sr1/3MnO3 (LSMO),
which will be discussed in detail later on (Chapter 7).
The di�erence of the ionic radii in the compound La1/3Sr2/3FeO3 (LSFO) leads to a slightly
distorted perovskite structure, namely a hexagonal unit cell with space group R3̄c. It has
six chemical formula units per unit cell and is shown on the left hand side of Fig. 2.3. One
can also easily construct the rhombohedral (pseudo cubic) unit cell. This cell has small
distortions compared to a perfect cubic structure which means a small deviation of about
0.01◦ from the right angle. LSMO also crystallizes in space group R3̄c. The deviation
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2.1. Perovskite structure

from the rectangular shape is 0.26◦. In the pseudo cubic cell the space diagonal [111] is
equivalent to the hexagonal c-axis.

Table 2.1: Values of tolerance factor for di�erent perovskite coordinations.

tolerance factor τ type of structure

> 1 hexagonal
0.9− 1 cubic

0.7− 0.9 orthorhombic/rhombohedral

Fe

La/Sr

O

c

ba

(a)

Fe

La/Sr
O

c

b
a

(b)

Figure 2.3: (a) Hexagonal unit cell of LSFO with space group R3̄c, which contains six chemical
formula units. The A-site is occupied statistically with 33% Lanthanum and 67% Strontium
which is indicated by two di�erent green tones. (b) Rhombohedral (pseudo cubic) unit cell, which
is a slightly distorted cubic perovskite structure. The blue polyhedron indicates the octahedral
oxygen environment. One can easily see that the [111] direction of the pseudo cubic structure is
equivalent to the c-axis of the hexagonal unit cell. Both �gures were created with VESTA [14].

The interface between two layers in a heterostructure usually exhibit strain. The strain
is induced by di�erent lattice constants which lead to either compressive or tensile strain.
For the growth of LSFO and LSMO the substrate STO is a perfect candidate, because
LSFO and LSMO have a lattice parameter di�erence of only 0.1%, so that the strain is
kept at a minimum level. The lattice parameter of all materials are listed in Tab. 2.2.
In spite of the fairly small strain in such an interface, the properties within the interface
can be changed. For instance, the strain can distort the so-called crystal �eld, which can
have an in�uence on the magnetic ordering. The next section introduces the crystal �eld
brie�y to mediate the key ideas of the crystal �eld theory.
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Table 2.2: Room-temperature lattice parameter and their relative deviations of cubic STO [21]
and pseudocubic LSMO [22] as well as pseudocubic LSFO [23].

a [Å] ∆a/aSTO [%]

SrTiO3 3.901(1) 0
La2/3Sr1/3MnO3 3.8750(3) 0.67
La1/3Sr2/3FeO3 3.8718(3) 0.75

2.2 Crystal �eld

The crystal �eld theory plays a crucial role within the class of transition metal oxides
and can explain many interesting physical properties of them. In this chapter the crystal
�eld of a central transition metal ion surrounded by six oxygen ions in a octahedral
arrangement as seen in the perovskite structure (section 2.1) is described.
As discussed in [24], the crystal �eld theory relies on the assumptions that the oxygen
ions (ligands) surrounding the transition metal atom are considered to be structureless
(point-like), but the detailed electronic structure of the transition metal ion has to be
taken into account. The Hamiltonian for the system can be written as

H = H0 + V +W. (2.1)

H0 describes the kinetic energy of the electrons of the transition metal atom and their
interaction with its nucleus. V is the interaction potential of the point-like ligands with
the electrons of the central atom, whereas W is the interaction between the ligands and
the charged nucleus of the central atom.
Fig. 2.4 depicts the energy levels of the discussed central atom. In a symmetric ligand
environment the energy ground state is �vefold degenerate and lifted in energy compared
to a free ion. In contrast, a cubic environment of ligands as existing in an ideal perovskite
structure shows an energy splitting, which is known as crystal �eld splitting ∆, and it is
geometry speci�c. The former �vefold degenerate energy level splits into a t2g and a eg
level with threefold and twofold degeneracy, respectively. The dxy, dyz, and the dxz lie
on the lower t2g level, whereas the upper eg level is twofold degenerate with the dx2−y2
and dz2 . A change of the value of the crystal �eld splitting can lead to di�erent spin
states as shown in Fig. 2.5. Regarding the �rst Hund's rule the system prefers a parallel
spin alignment. This appears if Hund's exchange energy JH is larger than the crystal
�eld splitting ∆ and from there a high-spin state follows. If ∆ exceeds JH a parallel
spin alignment is no more favorable and a low-spin state sets in. The crystal �eld thus
signi�cantly in�uences the magnetic moment of the transition metal atom. The transition
metal oxides are known to exist in the high spin state.
The degeneracy of the cubic environment can be lifted by the Jahn-Teller e�ect [25]. It
describes the reduction of symmetry while reducing the degeneracy of the system. The
twofold eg splits into two di�erent orbitals, and the t2g splits also into two di�erent energy
levels, but the lower one is still degenerate. A sketch of the splitting is shown on the right
in Fig. 2.4. This splitting can also be caused by strain. Especially, the growth of a thin
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dxz

dz2dx2−y2dxzdyzdxy

dxy dyz

dx2−y2 dz2
dx2−y2

dz2

dxz dyz

dxy

symmetric
environment cubic tetragonal

∆

t2g

eg
E

Figure 2.4: Crystal �eld splitting of a transition metal ion with di�erent oxygen environments.
The crystal �eld splitting energy ∆ separates the eg and t2g energy level.

d4

eg

t2g
t2g

d4

S=2 S=1

high-spin low-spin

eg

∆ ∆

JH > ∆ JH < ∆

Figure 2.5: Two di�erent spin con�gurations for the four electrons of Fe4+ in a cubic oxygen
environment, which is depicted in Fig. 2.1, for instance.

�lm on a substrate, whose lattice parameters do not match perfectly, leads to strain,
either compressive or tensile, within the interface in between. The strain at the interface
can then in�uence the magnetic or orbital ordering. Tuning the crystal �eld by applying
strain, for instance, helps one to develop new material systems that can exhibit magnetic
properties, which cannot be found in their bulk state. Especially thin �lm systems provide
the opportunity to design new systems. The advantages of combining materials as a thin
�lm system will become clear during this thesis.

2.3 Charge ordering

Verwey was �rst to discover the e�ect of charge ordering, namely in magnetite Fe3O4 [26],
where he tried to explain the abrupt change in resistivity below a certain temperature.
This temperature is named Verwey temperature TV.
Besides magnetite the e�ect can be found in other materials with mixed valences. Above
TCO the charges are equally distributed over the whole crystal, but below TCO the charges
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start to localize and form a periodically ordered super-lattice, which can lead to symme-
try lowering. Charge ordering sets in due to a strong interaction between electrons. The
ordering is mostly driven by interatomic Coulomb interactions. One approach to describe
the charge ordering can be done with the Hubbard model [27]. The ordering in magnetite
[28] is a consequence of the ratio U/w of the Hubbard bandwidth w, which includes the
kinetic energy of the electrons, and the interatomic Coulomb energy U . For large values,
which means, that the electrons are fairly localized, the charge ordered state is stable.
Besides electrostatic interaction the charge ordering can also be driven by magnetic ex-
change, as treated in Sec. 6.1 for LSFO, for instance.

2.4 Magnetic interactions

In transition metal oxides the 3d electrons are responsible for magnetic ordering. However,
the 3d electrons are fairly localized due to the oxygen atoms in between of two magnetic
transition metal atoms, thus, direct exchange cannot explain magnetic ordering in these
systems [29]. The interaction between the magnetic atoms is mediated by the oxygen
atoms, which leads either to superexchange or double-exchange. These two interactions
dominate the magnetic ordering in LSFO and LSMO and will be introduced brie�y in the
next sections.

2.4.1 Superexchange interaction

Superexchange is a consequence of the overlap of the cation d-orbitals and the oxygen
p-orbitals which lie in between of the cations. The Fe3+, for instance, has half occupied
d orbitals which overlap with the oxygen p-orbitals.
The superexchange can be described by a virtual hopping process from second-order
perturbation theory in the Hubbard model [30,31], so called kinetic exchange. The virtual
hopping process reduces the total energy of electrons. A real hopping process would lead
to an increased Coulomb energy, which cannot be compensated by a gain in kinetic energy.
Depending on the orbital occupations and the angles between the magnetic ions the
interaction can be either ferromagnetic or antiferromagnetic. This is described with the
Goodenough-Kanamori rules [32�34]:

1. 180◦ exchange between �lled or empty cation orbitals leads to an antiferromagnetic
coupling

2. 180◦ exchange between �lled and empty cation orbitals leads to a ferromagnetic
coupling

3. 90◦ change between �lled cation orbitals leads to a ferromagnetic coupling

2.4.2 Double-exchange interaction

The double exchange interaction is a magnetic interaction between magnetic ions with
di�erent valences. Compared to the superexchange mechanism the double exchange is a
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2.4. Magnetic interactions

real hopping process of electrons within the eg orbital of the metal cations. The involved
cations, here manganese for instance, have to exist in di�erent oxidation states, where the
electrons can lower their kinetic energy due to delocalization. Fig. 2.6 depicts a hopping
process between a Mn3+ and Mn4+ ion. Black is the original state, whereas red is the
state after the hopping process took place. The real hopping of electrons is a consequence
of the energetically degenerated states, and thus, the double exchange leads to a (half-)
metallic behavior. According to [35] the real electron hopping process is accompanied by

O2−

t2g

eg

Mn3+ Mn4+Mn4+ Mn3+

Figure 2.6: Illustration of the double-exchange mechanism between two manganese atoms with
di�erent valences. Black indicates the state before the electron hopping occurs, whereas red is
the end state. As double exchange is a real hopping process the valance of the manganese atom
changes.

ferromagnetic alignment of the metal atoms, which follows directly from Hund's rules.
Both the superexchange and the double exchange determine the magnetic and electronic
properties in La1−xSrxMnO3, which leads to a rich phase diagram with respect to struc-
ture, magnetic properties, and electronic properties, while changing the stoichiometry
with x. A detailed overview about this system is adjourned to Chapter 7.

2.4.3 Exchange bias e�ect

In the course of this thesis a ferromagnetic thin �lm is combined with an antiferromagnetic
one. This can lead to the exchange bias e�ect. According to [36] exchange bias is an e�ect
which is related to the exchange anisotropy created at the interface of an antiferromagnetic
and ferromagnetic material and is not restricted to thin �lm systems. First observations
of an exchange anisotropy was done by Meiklejohn and Bean in 1956, when they were
working on Co particles which were embedded in their native antiferromagnetic oxide.
A review of the exchange anisotropy is given in [37]. Nevertheless thin �lm systems are
favored for investigating exchange bias e�ects, because the interface between thin �lms
can be controlled perfectly and engineered with respect to user requirements.
The exchange bias e�ect usually appears in systems where TN < TC, but this is not
required in general. TN is the Néel temperature of the antiferromagnet and TC is the
Curie temperature of the ferromagnet. A simple visualization of the e�ect is shown in
Fig. 2.7. First the sample is cooled below TC and then a magnetic �eld µ0H is applied
to magnetize the ferromagnet. Due to T > TN the second layer remains paramagnetic.
While �eld cooling the sample below TN the magnetic moments in the second layer order
antiferromagnetically (1). In the example, the interlayer coupling between the antiferro-
magnetic and ferromagnetic layers is assumed to be ferromagnetic depicted by the red
arrows on Fig. 2.7. In �rst approximation, the antiferromagnetic order is not in�uenced
by the external �eld. The interface coupling prevents the ferromagnet from switching in
�eld direction until the �eld overcomes this coupling and the layer can follow the applied
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µ0H

TN < T < TC

µ0H

M

HE

T < TN

FC

12

3 4

Figure 2.7: A simpli�ed illustration of the exchange coupling between a ferromagnetic and an
antiferromagnetic thin �lm. Adapted from [36].

�eld (2). Coming from the negative �eld (3) the ferromagnet switches earlier (4), because
of the ferromagnetic coupling. As one can see in Fig. 2.7 the �eld-dependent hysteresis is
shifted towards a negative �eld. This shift is called exchange bias �eld HE.
Besides this simpli�ed picture, lots of di�erent parameters in�uence a real system, such
as anisotropy, roughness, spin con�guration or magnetic domains. A clear microscopic
understanding of the exchange bias e�ect is not yet reached [36].

2.5 Magnetic anisotropy

Magnetic anisotropy describes the alignment of a ferromagnetic or an antiferromagnetic
axis in a sample [38]. The energy which is necessary to align the magnetization into a
direction that is not parallel to the ferromagnetic or antiferromagnetic axis is described
by

Ea = K sin2 θ,

with θ the angle between M , the magnetization, and the anisotropy axis. In general
anisotropy is temperature dependent and must tend to zero at TC if a magnetic �eld is
not applied.
For the description of the magnetic anisotropy of magnetic thin �lms, di�erent contribu-
tions have to be considered. The main contributions for thin �lms are the magnetocrys-
talline, shape, surface, and strain anisotropy.

2.5.1 Magnetocrystalline anisotropy

The magnetocrystalline anisotropy is caused by spin-orbit interaction of the electrons.
The alignment of electron orbitals is strictly coupled to the crystal structure, and thus
the electron spin is also directly coupled to the crystal structure. Usually the spins prefer
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2.5. Magnetic anisotropy

the alignment along crystallographic axes, which leads to a magnetic anisotropy. Easy
and hard magnetic axes develop in the crystal lattice [38].
Besides the magnetocrystalline anisotropy shape, surface, and strain in�uence the anisotropy
of the thin �lm system. In addition, the latter named anisotropy tend to dominate and
thus they mainly determine the magnetic anisotropies of thin �lms.

2.5.2 Shape anisotropy

The shape anisotropy is a contribution with is linked to the shape of the sample. The
magnetization of the sample causes a stray �eld (or demagnetization �eld within the
sample), which is described by the second Maxwell equation

∇ · ~B = µ0∇( ~Hs + ~M) = 0,

where Hs is the stray �eld. The stray �eld is dependent on the relation

Hs,i = −Nij ·Mj; i, j = x, y, z

in which N is called demagnetization factor and is strongly dependent on the shape of the
sample. For thin �lms one gets (Nx, Ny, Nz) = (0, 0, 1) and one can follow that the stray
�eld (or demagnetizing �eld) is minimized by a alignment of the spins perpendicular to
the surface normal [38]. However, roughening of the thin �lm surface in�uences the stray
�eld itself, which leads to a change of the magnetic anisotropy, which cannot be predicted
easily.

2.5.3 Surface anisotropy

Surface anisotropy describes the magnetic anisotropy which originates from the anisotropic
surrounding of surface atoms. It was �rst discussed by Néel in 1956. Mostly it comes
from the surface monolayers which exhibit broken symmetry, but it extends to the �rst
few monolayers due to structural relaxation [38]. The total anisotropy is described by

Ea = Ke� sin2 θ.

Ke� is expressed by

Ke� = Kv +Ks/d,

where d is the thin �lm thickness, and Kv and Ks the anisotropy constants corresponding
to volume and surface, respectively. Thus, for thin �lms with low thickness, Ks can
dominate the system and result in a spin alignment parallel to the surface normal.

2.5.4 Strain anisotropy

Another contribution to the anisotropy is strain. The anisotropy energy is expressed by

Ea = KσN sin2 θ =
3

2
λsσN sin2 θ,
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where λs is the saturation magnetostriction and σN describes the uniaxial stress which
is dependent on the elastic modulus of the underlying material. As epitaxial strain can
persist for many monolayers, it is possible that the strain anisotropy overcompensates the
surface anisotropy and forces the magnetization to align di�erently.

The description of anisotropy in thin �lms is fairly complicated as one has to consider
many di�erent contributions, which can be in�uenced by the growth process of the thin
�lms itself. Especially strain at surfaces or interfaces as well as roughness or crystalline im-
perfections can change the anisotropy and is often temperature dependent. The magnetic
anisotropy in the system is a result of a complicated interplay of all anisotropic contri-
butions. Thus, a precise prediction of anisotropy in thin �lms is complicated and cannot
be done within this thesis, but plays a crucial role in understanding of the magnetization
data as shown later on.

2.6 Small polaron conduction

In many transition metal oxides the interaction between electrons and optical phonons
is strong [39]. This strong interaction leads to the formation of so-called polarons. A
polaron is a quasiparticle consisting of a phonon and an electron and can be classi�ed
as large or small polaron considering the coupling of the phonon and electron. A large
polaron is moving like an electron in a band, but due to the interaction with the lattice the
e�ective mass of the quasiparticle is increased compared to the electron mass in a metallic
conductor. In contrast, a small polaron is formed under a strong interaction, when an
electron is trapped by an ion. This means that the electron is located at the ion site and
this limits the size of the polaron, and thus, it is called small polaron. Such a polaron
has usually a �nite lifetime, which can range from ps to ms. Absorbing thermodynamic
energy from its environment, the small polaron is able to hop from one ion to another.
The mobility µ of a small polaron can described by

µ = µ0 exp(−WH/kBT ). (2.2)

WH is the activation energy, which is necessary to initiate hopping processes [39]. T is
the temperature, and kB is the Boltzmann constant. Thus, the exponential function in
eq. 2.2 is proportional to the probability per time for an electron jumping from one site
to another.
According to Devlin et al. [40] the underlying conduction mechanism in LSFO is non-
adiabatic, where the polaron binding energy can then be written as Wp = 2WH. The
non-adiabatic case exhibits a low tunneling probability of the electron through the crystal
lattice during a lifetime period of the small polaron. For calculating the resistivity and
speci�c conductivity eq. 2.2 has been used to get

σs =
1

ρr
= σs0T

−3/2 exp

(
−WH

kBT

)
.

This equation has been used in oder to con�rm the conduction mechanism in both, the
polycrystalline and thin �lm samples. More details are give in the dedicated sections later
on.
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3 Scattering theory

Scattering techniques are widely used to study materials in a non-destructive way. As
probing particles X-ray photons, neutrons, and electrons have been used to investigate
the nuclear and magnetic structure of the systems under investigation. This chapter in-
troduces scattering in general and then focuses on the di�erent methods like re�ectometry
or di�ractometry. Finally some important characteristics of neutrons will be introduced.
The scattering theory sections follow [41] and [42].

3.1 Basics of scattering theory

In 1924 Louis-Victor de Broglie postulated the matter wave. Besides photons, classic
particles like neutrons and electrons exhibit a wave-particle dualism. The wavelength of
the particle wave depends on the momentum of the particle and can be calculated by

λ =
h

p
,

where λ is the wavelength of the particle, h Planck's constant, and p the absolute value of
the particle momentum. Those particles can thus be used as scattering particles and the
theory of waves can be used for it. Furthermore within this chapter we only consider the
�rst Born approximation, where multiple scattering is neglected. In contrast, electrons
exhibit strong interactions while penetrating matter and the �rst Born approximation
cannot be used strictly for the case of electron scattering.
Fig. 3.1 shows a typical elastic scattering experiment within the Fraunhofer approxima-
tion. This far �eld approximation assumes that the sample is considerably smaller than
the distance source-sample and sample-detector. In this approximation the incident and
scattered waves can be considered as plane waves. The assumption is valid for all cases
discussed in this thesis. In addition a monochromatic source is necessary, which only
emits one selected wavelength.
The wave vector of the incident beam in Fig. 3.1 is described by ~k, whereas ~k′ is the wave
vector of the scattered beam. For elastic scattering, which we assume here, k is de�ned
as

k = |~k| = |~k′| = k′ =
2π

λ
.

λ is again the wavelength of the incident and scattered beam. Now one can de�ne the
scattering vector ~Q as

~Q = ~k′ − ~k. (3.1)
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source

plane waves

~Q = ~k′ − ~k

2θ

~k′
~k

detector

sample

Figure 3.1: Scattering experiment within the Fraunhofer approximation. An incident plane
wave is scattered towards a detector. Adapted from [41].

According to de Broglie, the momentum of a particle corresponding to the wave with
the wave vector ~k is given by ~p = ~~k. The momentum transfered during the scattering
is thus ~ ~Q with the scattering vector ~Q. The absolute value of the scattering vector
in dependence of the wavelength λ and the scattering angle 2θ can be represented with
eq. 3.1 by

Q = | ~Q| = |~k′ − ~k| =
√
k2 + k′2 − 2kk′ cos 2θ.

With the addition theorem

cos 2θ = 1− 2 sin2 θ

one gets for Q

Q =
4π

λ
sin θ. (3.2)

In a scattering experiment the scattering cross-section is important. The scattered inten-
sity is detected by a detector which covers the solid angle

dΩ =
dS

r2
,

where dS is the active detector area and r the distance between the scattering event
and the detector. The de�nition of the cross-section is shown in Fig. 3.2. The measured
intensity by the detector is proportional to the cross-section, which is in principle the
probability for an interaction between the incident particle and the sample matter. The
di�erential cross-section

dσ

dΩ
=

dn

JdΩ
(3.3)

is proportional to the probability that a particle is scattered into the solid angle Ω after an
interaction with the sample. dn is the number of detected particles and J is the incident
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detector

r2dΩ

2Θ~k

~k′

Φ

Figure 3.2: De�nition of the scattering cross-section. The scattered intensity is proportional
to the cross-section. Adapted from [41].

beam �ux, which is used as a normalization for Eq. 3.3. The total cross-section can be
calculated by integration to

σ =

∫ 4π

0

dσ(Θ,Φ)

dΩ
dΩ.

A microscopic calculation of the di�erential cross-section makes a quantum mechanical
description necessary. For neutrons the interaction can be described by Schrödinger's
equation

H =

(
− ~

2mn
∆ + V (~r)

)
ψ = i~

∂

∂t
ψ, (3.4)

where ψ is the probability density, V (~r) the interaction potential, and mn the rest mass
of a neutron. The square of the absolute value of the probability density |ψ|2 of the scat-
tered wave is proportional to the di�erential cross-section. The solutions of Schrödinger's
equation are the possible states of the system. Within the elastic scattering regime it
is possible to describe the time evolution of the system within the wave function by the
factor e−i

(E−V )
~ t. With this Ansatz one can deduce a wave function for the spatial part of

ψ from Eq. 3.4, which can be written as(
∆ + k2(~r)

)
ψ =

2mn

~
V ψ, (3.5)

where k2(~r) is expressed by

k2(~r) =
2mn

~2
(E − V (~r)) . (3.6)

An analog approach for electromagnetic radiation is based on Maxwell's equations [43].
A solution for Eq. 3.5 for the case of V ≡ 0 (propagation in vacuum), under consider-
ation of the Fraunhofer approximation, is a plane wave. Thus ψ0 is the solution of the
homogeneous wave function and can be written as

ψ0 = ψAe
i(~k~r−E

~ t). (3.7)
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The inhomogeneous solution (V 6= 0) of Eq. 3.5 can be achieved by using the Green
function to get the solution [41, 42]. This expansion of the wave function is called Born
series. For the case of a weak interaction as expected for neutrons, for instance, only the
�rst order term of the series has to be considered. For electrons which exhibit a stronger
interaction with matter, higher orders of the series are necessary. Now we get

ψ(~r) ≈ ei
~k~r − mn

2π~2

eikr

r

∫
V (~r′) e−iQ~r

′
d3r′. (3.8)

The principle applied in Eq. 3.8 is the well-known Huygens principle. It is easy to identify
the scattering amplitude f( ~Q) as

f( ~Q) =
mn

2π~2

∫
V (~r′)e−

~Q~r′d3r′. (3.9)

It is a measure for the amplitude after the scattering process dependent on the scattering
vector ~Q = ~k′−~k. Eq. 3.9 is the Fourier transform of the scattering potential. The square
of the absolute value of the wave function is proportional to the di�erential cross-section,

dσ

dΩ
= |f( ~Q)|2 =

m2

4π2~4

∣∣∣∣∫ V (~r′)e−
~Q~r′d3r′

∣∣∣∣2 .
It is not possible to do the back transformation due to the so called phase problem. As
mentioned the intensity is the square of the absolute value of the scattered amplitude and
in real scattering experiments only the intensity in the so-called reciprocal space can be
measured. Thus the phase information is lost, which makes a back transformation to the
real-space impossible. To solve this issue it is necessary to �nd suitable models to simulate
the experiment. Then the model has to be changed iteratively under consideration of the
measured data until matching between simulation and experiment has been found.
X-ray scattering predominantly takes place at the electrons of the sample. This means
that the amplitude of the scattered wave is proportional to the Fourier transform of the
electron density ρs of the sample. Thus one gets

f( ~Q) =

∫
ρse

i ~Q~r′d3r′. (3.10)

After replacing ρs in Eq. 3.10 with its Fourier components [44] one can easily get

F ( ~Q) =
∑
~G

∫
n ~Ge

i( ~G− ~Q)~r′d3r′, (3.11)

where ~G is the reciprocal lattice vector, and n ~G the Fourier coe�cients. F is the sum
taken over the reciprocal lattice vectors. Eq. 3.11 is invariant under lattice translation.
The introduction of the reciprocal lattice can be found in detail in [41, 44], for instance.
However, a short introduction is given later on.
By setting ~Q = ~G in Eq. 3.11 it follows that the argument of the exponential function
is zero, which maximizes the sum of the amplitude. ~Q = ~G is also known as the Laue
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~k ~k′

~Q

2θ

Figure 3.3: Ewald construction to visualize the Laue condition. The scattering condition is only
ful�lled for lattice points which lie on the Ewald sphere (or Ewald circle in the 2D projection).

condition. Fig. 3.3 shows a visualization of the Laue condition. The radius of the Ewald
sphere is k = |k| = |k′| (condition for elastic scattering). Only if two lattice points lie
on the Ewald sphere a scattering re�ection can be observed. Under the assumption of an
ideal experiment and a perfectly periodic crystal lattice the lattice points are described
by δ-functions and the border of the Ewald sphere is in�nitesimal. A real scattering
experiment leads to a broadening of both the lattice points and the border of the Ewald
sphere, which makes it easier to ful�ll the scattering condition.
It is obvious that one can derive Bragg's equation,

2dhkl sin θ = nλ,

with dhkl the distance between lattice planes, and λ = 2π
k
the wavelength, from the Ewald

construction. Thus, the equivalence between Laue condition and the well-known Bragg
equation can be easily shown.
The next section treats the pair correlation function shortly, which makes clear which
information one gets from an intensity distribution from a scattering experiment.

3.2 Pair correlation function

The sections above show the conditions for observing coherent scattering. Following [41]
it is possible to show, which information is provided or accessible from the intensity
distribution. As mentioned the relation between intensity and scattering amplitude is
given by

I( ~Q) ∼ |f( ~Q)|2.

Together with Eq. 3.10 and the variable substitution ~R = ~r ′ − ~r we obtain

I( ~Q) ∼
∫
P (~R)ei

~Q~Rd3R,

19



Scattering theory

which means that the Fourier transform of the intensity is proportional to the Fourier
transform of the function P (~R). This function is usually called pair correlation function,
which can be written as

P (~R) =

∫
ρ∗s (~r)ρs(~r + ~R)d3r.

A periodic arrangement of an atom pair leads to an extremum of the pair correlation
function. Following the steps above one can interpret the pair correlation function as a
function which reproduces all the vectors connecting one atom with another one, but only
in a periodic arrangement.
Additionally one can say that a scattering experiment measures the pair correlation func-
tions. Only the distance between atom pairs is relevant, but not the absolute position.

3.3 Di�ractometry

Now it is natural to apply the basics shown above in order to determine the crystal
metrics. Since the used X-ray and neutron beams have a wavelength in the range of
10−10 m (This is called one Ångström (Å) = 0.1 nm, which will be used during the thesis.)
corresponding to the typical distance between atoms, they are suitable to investigate
crystal structures thoroughly. Here only a brief introduction into di�raction is given, for
a detailed introduction the reader is referred to Ref. 41,42,44,45, for instance.

basis

+ =

point lattice crystal lattice

~a2

~a1

Figure 3.4: Construction of 2D projection of a crystal lattice. The crystal lattice is a convolution
of a basis consisting of atoms and a mathematical point lattice.

Fig. 3.4 shows the construction of a crystal lattice. It is a convolution of a mathematical
point lattice and a basis which includes the base atoms. The position of these atoms
cannot be described with the mathematical point lattice, and thus, they are necessary to
build the crystal lattice completely. The lattice itself is described by the lattice vectors
~a1, ~a2, and ~a3. All lattice points can be addressed by using the linear combination ~a

~a = u~a1 + v~a2 + w~a3,

where u, v, w ∈ Z. On the other hand the basis is given by a vector ~ri, where i is an atom
within the basis. ~ri is a described by using the lattice vectors,

~ri = r1,i~a1 + r2,i~a2 + r3,i~a3,

but 0 < rj,i < 1. Hence, rj,i describes the position of the base atoms within one single
unit cell.
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In the case of an ideal crystal and an in�nite mathematical lattice with the lattice vectors
from above, a di�racted intensity can only be found for I( ~Q).

~Ghkl = h~g1 + k~g2 + l~g3

is the reciprocal lattice vector and h, k, and l are the Miller indices. The relation between
~ai and ~gj can be written as

~ai · ~gj = 2πδij,

with the Kronecker symbol δij. The reciprocal lattice is the Fourier transform of the
crystal lattice. It is obvious that the ~G introduced in Sec. 3.1 is the reciprocal lattice
vector ~Ghkl, with ~Q = ~Ghkl according to the Laue condition. After introducing the basics
of crystal lattices, it is necessary to include the structure factor to describe the intensity of
the scattered beam. The Born approximation introduced in section 3.1 is also used here.
As mentioned the intensity is proportional to the squared absolute value of the structure
factor

I( ~Q) ≈ |F ( ~Q)|2.

The structure factor is de�ned as

F ( ~Q) =
∑
i

fi( ~Q)ei
~Q~ri ,

where f( ~Q) is the atomic form factor. A di�raction experiment normally measures only
relative intensities [46]. Therefore it is necessary to introduce a scale factor I0, where all
constant parameters of the instrument are concluded. In addition non-constant corrections
have to be considered, which are usually dependent on the scattering angle. For a nuclear
di�raction from single crystals the intensity is given by

I( ~Q) = I0 · L · A · E · |F ( ~Q)|2. (3.12)

L is the instrument speci�c Lorentz factor. A describes the absorption of the sample,
which is dependent on the geometry and the linear absorption coe�cient of the sample.
The remaining parameter E is the extinction coe�cient, which describes the deviation
from the assumed kinematic approximation (Born approximation).
One part of this thesis is about powder di�raction experiments, which have been used
extensively to optimize the powder preparation method and to analyze the structure in
detail. Therefore X-ray and neutron experiments were performed at a synchrotron X-ray
source and at a neutron reactor. This will be discussed later on.
Powder is consisting of small crystallites with sizes of a few micrometer, which are usually
randomly oriented. This means that all scattering vectors are observed at the same
time, which leads to the so-called Debye-Scherrer rings. The re�ections with the same
magnitude of the scattering vector are not necessarily equivalent, they can origin from
di�erent scattering planes.
In a powder di�raction experiment one has to consider that one averages over all equivalent
crystal directions. This leads to a dimensionality reduction of intensity information [46].
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Thus, two additional corrections have to been introduced, namely M and P . M is the
multiplicity which takes into account all equivalent crystal directions. P is the preferred
orientation parameter, which is used for the correction of deviations from the assumed
random orientation of the crystallites in the powder.
The following section shows how to treat the data gained from a powder di�ractometry
experiment. As already mentioned it is not possible to calculate the structure from the
scattering intensity, because of the lost phase information. Thus, structure models are
necessary to analyze the data.

3.4 Powder di�ractometry analysis

The two methods for data analysis of X-ray and neutron data from powder experiments
are the Le Bail and the Rietveld re�nement [47, 48]. Both re�nement techniques are
implemented in Jana2006 [49], which has been used for data analysis.
The key di�erence between a Le Bail and a Rietveld re�nement is how they consider the
intensities. The Le Bail re�nement uses intensities which are obtained from the previous
�tting cycle. The starting values of the intensity are arbitrarily set to identical quantities.
The Le Bail routine can be perfectly used, if one is interested in the lattice metrics and
the instrument parameters. All the in-house powder di�ractometry data is analyzed with
the Le Bail re�nement technique.
On the other hand the Rietveld re�nement calculates the intensities from the structure
factor. Due to its consideration the re�nement with the Rietveld technique is more com-
plex and more di�cult compared to the Le Bail re�nement, but it allows a structure
solution.
Two di�erent �gures of merit are usually used to characterize the quality of the re�nement
[48]. The reliability factor Rp, which can be de�ned as

Rp =

∑n
i=1 |Y

exp
i − Y calc

i |∑n
i=1 Y

exp
i

,

with the observed and calculated intensities, Y exp
i and Y calc

i summed over all measured
points n. The second used �gure of merit is weighted pro�le residual Rwp whose de�nition
is

Rwp =

[∑n
i=1wi(Y

exp
i − Y calc

i )2∑n
i=1(Y exp

i )2

] 1
2

,

with the weight wi of the dedicated data point. All �gures of merit are calculated auto-
matically while using the data analysis software Jana2006 [49].

3.5 Re�ectometry

Besides di�ractometry, which provides information about the crystal structure, re�ectom-
etry is an important tool to get information about the stacking and roughness of thin �lm
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~Q = ~k′ − ~k

Figure 3.5: Scattering geometry of a typical re�ectometry experiment. In the case of specular
scattering (a), where αi and αs are equal, ~Q is perpendicular to the sample's surface and thus
only Qz 6= 0. The blue arrow is the refracted beam with the angle αr. In case of αi 6= αs the
o�-specular scattering or di�use scattering occurs and lateral structures can be probed (b). The
scattering vector ~Q has a non-vanishing lateral component.

systems. However, compared to di�ractometry multiple scattering has to be considered
and the �rst order Born Approximation is not longer valid [50]. The typical scattering
geometry is given in Fig. 3.5. For specular scattering (a), which means αi = αs, only Qz

is nonzero. As the scattering vector is perpendicular to the sample surface, re�ectometry
probes the Scattering Length Density (SLD) in z-direction. According to Bragg's law one
can easily see that small scattering angles (low values of Qz) lead to larger structures
(nanometer range), if one uses the same wavelength as in the di�ractometry case. For
di�use scattering (b), which is the o�-specular case with αi 6= αs, also Qx or Qy have to
be considered.
Specular re�ectivity provides information about structures in out-of-plane direction such
as thickness or roughness, while averaging laterally. Di�use scattering contains informa-
tion about the lateral structure of the interface or surface. Lateral structures with high
correlation length lead to sharp re�ections. For a more detailed view on the theory, Ref. 41
and 45 are recommended.
The incident beam is not only re�ected at the surface but also refracted into the sample.
In Fig. 3.5 the incident beam under αi is re�ected with the angle αs and refracted into
the sample with αr. If a further layer is existing, the refracted beam is also scattered
at this interface, with a re�ected and a refracted part of the beam. The re�ected beams
from each interface in the sample can interfere constructively or destructively, so that one
observes minimums and maximums.
To calculate the re�ectivity and transmittance of the incoming beam, the geometrical
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optics can be used. As one knows from visible light, Snell's law

na cosαi = nl cosαr (3.13)

describes the behavior of a X-ray beam in matter, where na is the index of refraction in
air and nl is the index of the layer. The index of refraction n = 1 − δ + iβ has a real
part, called dispersion, and an imaginary part, which describes absorption. Especially for
X-rays close to absorption edges, the absorption becomes signi�cantly high. For neutrons,
the real part is given by

δ =
λ2

2π

∑
j

bjρj,

where bj is the coherent scattering length and ρj the number density of the di�erent
elements. For X-rays δ can be determined as

δ =
λ2r0

2π

∑
j

ρj(Zj + f ′j),

r0 is the classical electron radius, Z the number of electrons of the atom and f ′ is a cor-
rection for dispersion close to resonance energies. f ′ can be neglected far from absorption
edges. As δ is usually larger than 1, in the order of 10−6, ns becomes smaller than 1 for
neutron and X-ray beams and the beam is refracted towards the interface. With Eq. 3.13
the angle of total refraction can be calculated [41]. One can easily see that total re�ection
appears below a critical angle αt ≈

√
2δ.

According to classical optics, Fresnel's formulas describe the re�ectivity and transmittance
at a �at surface. One can derive the re�ectivity as

R =

∣∣∣∣θ − n1θ1

θ + n1θ1

∣∣∣∣2 ,
and the transmittance as

T =

∣∣∣∣ 2θ

θ + n1θ1

∣∣∣∣2 ,
where θ = αi = αs, θ1 = αr, and n1 the index of refraction within the �rst layer. The
resulting re�ectivity R and transmittance T are shown in Fig. 3.6. For angles below θt the
incoming intensity is re�ected completely. Only an evanescent wave with a propagation
vector parallel to the surface exists and no propagating wave along the z-direction of the
sample can be found. Angles higher than θt lead to a partial penetration of the incoming
wave. The re�ectivity decreases with higher transmittance. The transmissivity reaches
its maximum at θt, because the incident and the re�ected wave interfere constructively
and build a standing wave. Due to the interference the amplitude is doubled, which leads
to T = 4.
For a system with several interfaces one has to calculate R and T recursively for each
interface, which is known as the Parratt formalism and introduced now.
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Figure 3.6: The re�ectivity R (a) and the transmittance T (b) for the case of vanishing
absorption. In both θt is the key angle. For R below θt total re�ection takes place. T shows a
di�erent behavior. At θt the incident and scattered wave interfere constructively, which means
that the amplitudes can be added. From a doubled amplitude T = 4 follows, because it is the
square value of the amplitude. Adapted from [41].

3.6 Parratt formalism

For a system with n layers a recursive usage of the Fresnel equations is necessary. This
algorithm was developed by L. G. Parratt in 1954 [51]. For this thesis, the �tting of the
re�ectivity data is done with the software GenX [52]. GenX uses the di�erential evolution
algorithm for �tting X-ray and neutron data and has the Parratt recursion formalism
implemented. It also allows the user to create sample models and to de�ne parameter
dependencies easily and completely free by supporting python scripts. This variety makes
GenX an essential part of this work with regard to evaluation of the collected X-ray and
neutron re�ectivity data.
The used �gure of merit (FOM), which describes the quality of the �t, compares the
measurement and the �tted data on a logarithmic scale. It is de�ned as

FOM =
1

N − 1
·
N∑
i

| logMi − logSi|,

where Mi is the measured and Si the simulated intensity related to each Qi value, and N
the number of data points. The errors of the �tted values are determined by varying the
simulation until the FOM changes reach 5%. It leads to asymmetric errorbars, because
this procedure is done for both directions (±) separately.
In the systems used during this work, magnetic properties play a crucial role. To get
access to the microscopic magnetization, Polarized Neutron Re�ectometry (PNR) has
been used in order to determine the microscopic magnetic properties of the samples.

3.7 Polarized neutron re�ectometry

Due to the dipole-dipole-interaction of the neutron's magnetic moment with the magnetic
induction inside the sample, it is necessary to add a magnetic part to the scattering
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potential, so that one gets

V (~r) =
2π~2

m
bρN − γnµN ~B~̂σ. (3.14)

As mentioned before in the nuclear part of the scattering potential b is the scattering
length and ρN is nuclear number density. The subtrahend of Eq. 3.14 is the magnetic part
of the scattering potential with the constants γn, the gyromagnetic factor for neutrons,
and µN, the nuclear magneton. Furthermore ~̂σ = {σ̂x, σ̂y, σ̂z} is the spin operator which
consists of Pauli-matrices. ~B denotes the magnetic induction �eld. With the magnetic
part of the potential the di�erential magnetic cross section can be derived, as shown in
Ref. 53, and written as

dσ

dΩ
= (γnr0)2

∣∣∣∣ 1

2µB

〈
σ̂′y

∣∣∣~̂σ ~M⊥( ~Q)
∣∣∣ σ̂y〉∣∣∣∣2 .

Only σ̂y, the spin state before, and σ̂′y, the spin state after the scattering plays a role here,
which means that the spin direction of the neutrons is the y-direction to be consistent with
the de�nition x, y, z in this thesis. Here, the quantization axis is de�ned by the applied
magnetic �eld. In addition only the magnetization perpendicular to the scattering vector
contributes to the di�erential magnetic cross-section. The magnetization of the sample
in this direction can be accessed by PNR.
The neutron spin is aligned either parallel (up, ↑) or antiparallel (down, ↓) to the y-
direction, so it can be expressed with the neutron wave function as spinor

ψ(~r)→
(
ψ↑(~r)
ψ↓(~r)

)
.

After inserting Eq. 3.14 into Schrödinger's equation one obtains a coupled system of
di�erential equations, which can be written as

ψ′′↑(~r) +

[
k2 − 4πbρN +

2mγnµn
~2

B‖

]
ψ↑(~r) +

2mγnµn
~2

B⊥ψ↓(~r) = 0 (3.15)

ψ′′↓(~r) +

[
k2 − 4πbρN −

2mγnµn
~2

B‖

]
ψ↓(~r) +

2mγnµn
~2

B⊥ψ↑(~r) = 0. (3.16)

B‖ is the sample's magnetic �eld along the neutron guide �eld, whereas B⊥ is perpen-
dicular to it, but both are perpendicular to the scattering vector ~Q. Fig. 3.7 depicts
the scattering geometry for an PNR experiment measured at a magnetic single domain
sample. As mentioned above the y-direction is parallel to the applied magnetic �eld ~H. If
the sample's magnetic �eld is parallel to y, only B‖ contributes and the system of di�er-
ential equations is decoupled. This leads to scattering intensity only in the non-spin-�ip
channels, the spin of the neutron is conserved. These re�ectivity channels are called R++

and R−−. R++ is a result of the sum of the nuclear and the magnetic SLD, whereas R−−
is the di�erence of both contributions.
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Figure 3.7: Sketch of the scattering geometry for PNR. The incident neutrons have a polar-
ization ~P parallel to the y-direction. Dependent on the magnetic �eld within the sample ~B
non-spin-�ip (NSF) and spin-�ip (SF) processes can be observed. The sample is assumed to be
single domain. Adapted from [54].

If B⊥ > 0 equations 3.15 and 3.16 are not decoupled, and spin-�ip events occur. This
corresponds to a rotation of the sample's magnetic �eld in the x-y-plane. Those channels,
R+− and R−+, only contain magnetic information. PNR is consequently the method of
choice in order to investigate the magnetic structure of thin �lm samples. This method
has been heavily used to get access to the magnetization depth pro�le perpendicular to
the surface (out-of-plane) and also to study the mechanism of the in-plane reversal of the
magnetization.
For samples with multiple magnetic domains the picture shown above is not easily appli-
cable anymore and magnetic di�use scattering has to be also taken into account. It can
be used in order to investigate the domain structure of the sample [55].

3.8 Surface scattering

Surface sensitive techniques are important to investigate the surface crystallinity and
quality. To achieve surface sensitivity low energy electrons are perfectly suitable since
they have mean free paths of only few atomic layers in solid materials [56]. Additionally
the wavelength of the electrons must �t to the crystalline dimensions, which are in the
region of an Å. According to de Broglie the wavelength of an electron is given by

λ =

√
150.4

E
, (3.17)

with the electron energy E in eV and the wavelength λ in Å. As low electron energies
are used, Eq. 3.17 is derived from non-relativistic physics. The used electron energies of
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50 to 300 eV have wavelength in the range of an atomic unit cell. Furthermore energies
below 300 eV are well-suitable, because the mean free path in solids is short enough to
provide a good surface sensitivity. However, especially for low energy electrons, which
interact strongly with the electrons in the sample, simple scattering description according
to the Born approximation does not hold anymore. The strong interactions of electrons
with matter make it necessary to consider multiple scattering. Nevertheless, the surface
unit cell can be obtained with the di�raction conditions derived from kinematic scattering
theory, while this theory does not predict the correct scattering intensities [57].
As discussed in Sec. 3.1 only an in�nite periodical crystal lattice leads to lattice points.
The �nite penetration depth of electrons restricts the dimension of the crystal lattice
and the lattice points become lattice rods. This can be understood by using the Laue
equations,

~Q · ~a1 = 2πh, ~Q · ~a2 = 2πk, ~Q · ~a3 = 2πl. (3.18)

Scattering at a surface reduces Eq. 3.18 to only lateral components (parallel to the surface)
of the scattering vector. Here h, k, l are the Miller indices. It means that the third Laue
equation in Eq. 3.18 no longer exists. The Fourier transform of a δ-function along z leads
to a constant in reciprocal space [57] as shown by

f(Qz) =

∫
δ(z)eizQzdz = 1.

Fig. 3.8 shows the Ewald construction of two-dimensional scattering on a cut along kx.
The shown lattice rods always intersect with the Ewald sphere and the Laue condition

kx

~k

~k′

~Q

(00) (20)(-20)

Figure 3.8: Ewald construction for two-dimensional surface scattering on a cut along kx. Lattice
rods appear instead of lattice points. These lattice points always intersect with the Ewald sphere
and thus the Laue condition is ful�lled easily for an incoming beam with the wavevector ~k and
the scattered wavevector ~k′. This sketch is adapted from [57].

is ful�lled for every electron energy and scattering geometry and a scattering pattern is
visible.
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In a real experiment the electron's penetration depth is not restricted to the �rst atomic
layers. The component perpendicular to the surface needs to be considered and the third
Laue equation cannot be neglected completely. As a consequence of an in�uence of the
third Laue equation due to the loss of the strict two-dimensionality, the intensities of the
corresponding Bragg spots are modulated, because of the modulation of the lattice rod's
intensities. For a more detailed overview in electron scattering Ref. 57 is recommendable,
for instance.
Another way to achieve a high surface sensitivity is scattering under grazing incidence,
even if the electron energy is high. Small incidence angles (2◦- 5◦) lead to a mean-free
path through the sample with only a small penetration depth perpendicular to the surface
due to total re�ection. This also leads to a vanishing third Laue equation.
Both methods have been used extensively during the thesis. The �rst method is used
in a Low Energy Electron Di�raction (LEED), the second in a Re�ection High Energy
Electron Di�raction (RHEED) experiment, which will be introduced in section 5.1.
X-rays can also be used for surface sensitive studies. For angles smaller than the angle
of total re�ection αt (see 3.5) the penetration of X-rays perpendicular to the surface is
very small, usually in the order of a few atomic layers. X-rays are thus also usable for
analyzing the surface, but have not been used during this thesis.
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4 Sample preparation methods

A lot of powerful thin �lm growth techniques were developed in recent years, especially
for the application of oxide thin �lms. The approaches of growing thin �lms are partially
di�erent, but all used methods are belonging to physical vapor deposition techniques.
Growing samples is a complicated interplay of thermodynamic parameters as tempera-
ture and growth speed. The �rst section will handle the basics of the theory, which is
important for growing good thin �lms. During this thesis the oxide molecular beam epi-
taxy system (OMBE) and high oxygen pressure sputtering automat (HOPSA) were used
for the deposition of thin �lms. Both preparation methods will be introduced in this
chapter. The LSFO layers were prepared with OMBE, whereas the LSMO and KTaO3

(KTO) layers were grown with the HOPSA.

4.1 Thin �lm growth mechanism

A multitude of thermodynamic mechanisms has to be considered to understand the thin
�lm growth. These are shown in the upper part of Fig. 4.1. The most important param-
eters are the kinetic energy of the condensed atom, the surface energy of the substrate
and �lm, the elastic energy caused by strain in heterostructures, and the binding ener-
gies between the surface atoms among themselves and between them and the substrate
atoms. Heteroepitaxy is the growth of an epitaxial thin �lm on a substrate, which is
made of another material, for instance. These parameters can either be in�uenced by the
used instrument or by the selection of substrate material. The growth technique itself
in�uences the kinetic energy of incoming particles. Typical energies for thermal evapora-
tion techniques like OMBE are 1 eV, whereas the kinetic energy for sputtering is usually
slightly higher, but close to 1 eV, because thermalization takes place. Furthermore the
substrate temperature is a crucial parameter. It determines the kinetic energies of the
particle on the substrate surface. Low temperatures and thus low kinetic energies lead
to the formation of particle clusters instead of building �at �lms. The reason is that the
insu�cient energy of the particles leads to a movement to rather local energy minima
than global minima of the surface. A high particle �ux will also prevent the atoms from
�nding their global energy minima [58,59].
Besides the instrument related parameters, the selection of the substrate material and
parameters is also important and one has to �nd a suitable substrate for the growth
application. Firstly, the sticking coe�cient of the substrate is important. It describes the
ratio between adsorption and desorption and describes in principle the binding conditions
between substrate and �lm atoms. This coe�cient is mostly temperature dependent, and
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usually the probability for desorption increases with increasing temperature. Additionally,
a high substrate temperature also leads to higher surface energies, and a change of the
grain boundaries of the grown �lm becomes feasible. Secondly, the lattice parameters
and the modulus of elasticity play a role, because they determine the strain energy. As
the strain energy is high, the formation of clusters, and thus island growth is most likely
[60,61]. To achieve a good thin �lm growth these parameters have to be found empirically
from experiments, because a prediction is practically impossible.
Under consideration of the introduced thermodynamic parameters, three di�erent growth
mechanisms can occur, as shown in the lower part of Fig. 4.1. If condensation and following
surface di�usion is the predominant mechanism, a thin �lm formation can start [62]. If
a substrate with a good lattice match was chosen, the layer-by-layer growth, also called
Frank-van der Merve (Fig. 4.1a), and the island growth, called Volmer-Weber (Fig. 4.1b)
growth mode, are possible, which mode is realized depends on the surface energy [59]. As
long as

γlayer + γlayer/substrate ≤ γsubstrate,

one could observe a layer-by-layer growth. For the opposite case, one expects an island
growth. In the equation above, γlayer,substrate is the surface energy of the layer or substrate,
and γlayer/substrate is the surface energy of the interface in between substrate and layer.
The third growth mode, the Stranski-Krastanov growth mode is shown in Fig. 4.1c. It is

(a) Frank-van der Merve (b) Volmer-Weber (c) Stranski-Krastanov

desorption

condensation

di�usion

substrate atom

layer atom interdi�usion

nucleation

Figure 4.1: The upper sketch explains the di�erent mechanism that occur during thin �lm
growth. The bottom �gure shows the di�erent heteroepitaxial growth modes, which are caused
by the surface thermodynamics. For a smooth layer it is necessary to achieve the Frank-van der
Merve growth mode (a), which indicates a perfect layer-by-layer growth.

characterized by a layer-by-layer growth, which is followed by an island growth. A lattice
mismatch between substrate and layer is the reason for it. The driving energy is the strain
energy of the growing �lm. With increasing thickness this strain energy will raise and an
island formation will become more and more favorable [59].
For thin �lm growth applications the Frank-van der Merwe growth mode is the desired
one to achieve homogeneous and smooth thin �lm layers. All thermodynamic variables
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have to be optimized during the development of the growth procedures for each system
used in this thesis. As one can imagine the optimization of a thin �lm growth process is
di�cult as so many parameters play a crucial role, especially for the growth of complex
oxides, where a perovskite structure with four di�erent atoms is required.

4.2 Oxide Molecular Beam Epitaxy System

4.2.1 Requirements to the system

For a successful growth of thin �lms several requirements to the system have to be ful�lled.
The main requirement is a vacuum chamber which provides a Ultra High Vacuum (UHV).
The reason for using a UHV chamber can be described as follows [59]. On the one hand
one has to ensure that the atoms exiting the e�usion cells can move to the substrate
without any collision with other atoms. The free mean path length λm in a vacuum
system is given by

λm =
kBT√
2πpid2

m

, (4.1)

where dm is the molecular diameter, T the temperature, pi the pressure, and kB the
well-known Boltzmann constant. For a base pressure of 10−8 Pa and an approximated
diameter of 1Å, one gets a free mean path length of 108 m, which is obviously high
enough for the used systems that the atoms cannot interact with each other, because
the probability for collisions is almost zero. Nevertheless the second critical point is the
number of residual gas atoms. These atoms limit the purity of the thin �lms, because
they can become incorporated during the growth. Thus, it is necessary to increase the
time, which is necessary to get one monolayer of impurity atoms. According to Ref. 58
the remaining number of molecules (or atoms) of the gas species i, which stick to the unit
area of substrate surface in unit time can be described by

wi = pi

√
NA

2πkBMiT
. (4.2)

pi is the partial pressure in Pascal (Pa) of the residual gas species i, Mi its molecular
weight, T the temperature, and NA the Avogadro constant. With the assumption that
the residual gas consists of nitrogen molecules and the temperature is room temperature
(300K) one can easily simplify Eq. 4.2 to

wN2 = 2.87 · 1022 · pi [m−2s−1].

wN2 is the number of nitrogen atoms impinging on the surface. A typical number of atoms
on a square meter is 1019. Then it is easy to calculate the time for the formation of one
monolayer of impurity atoms on the surface as

tML =
1019

wN2

. (4.3)
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A reasonable growth rate for oxide is about 60 s for a monolayer1. For the examined oxide
materials the lattice parameter is ca. 4Å, which gives a growth rate of 4Å per minute.
The grown systems have got an overall thickness of roughly 1000Å. For that a growth
duration of 4 h is necessary. To get a minimum of contamination one should not exceed
one monolayer of impurity atoms during the growth [58]. The pressure requirement for
the OMBE system is ≈ 10−8 Pa (10−10 Torr), which is the base pressure by chance of the
used OMBE system as follows later on. One has to admit that this calculation is just
a rough estimation. The contamination during the growth process depends on a lot of
thermodynamic variables, such as the substrate temperature, the sticking coe�cient, and
so forth, but has not been further speci�ed.

4.2.2 Setup

The used OMBE system was manufactured by DCA Instruments Finland and is commer-
cially available. It is build of three main parts, the load lock, the bu�er line, and the
main chamber. A sketch of the instrument is shown in Figure 4.2a. The desired UHV is
achieved with di�erent pumping techniques.
The load lock is pumped with a turbopump with a scroll backing pump. The bu�er
line and the connected Auger Electron Spectroscopy (AES) chamber are pumped by two
di�erent pumps, a turbopump with backing pump and an ion getter pump. The main
chamber is equipped with a turbopump connected to a backing scroll pump. The second
pump which is used is a cryopump. The mechanism of a cryopump is quite simple. It is
based on condensation of atoms and molecules on a very cold surface. A helium closed
cycle cryostat is used to maintain the temperature of about 10 K of the cold surface. Most
atoms and molecules within the main chamber simply stick at the cold surface without any
probability to escape. A residual gas analyzer, which is in principle a mass spectrometer,
is installed to quantify the UHV conditions during operation.
As shown in �g. 4.2a a LEED and a AES are mounted for in-situ analysis of the sample
before and after the growth. These instruments will be introduced in 5.1 later on. The
growth of the samples takes place in the main chamber. Six e�usion cells and two electron
beam evaporators are installed and can be used simultaneously. A precise Proportional-
Integral-Derivitive (PID) controller regulates the source's temperatures to maintain stable
�uxes. As molecular oxygen is not highly reactive an atomic oxygen source is installed
and directed towards the sample to improve oxidization of the growing layers. Thereby a
oxygen plasma is used to provide atomic oxygen, which is produced by inductively coupled
13.6MHz high-frequency alternating current. This is crucial in order to ensure oxygen
saturation of the growing samples, because molecular oxygen is less reactive than atomic
oxygen. The desired oxygen is directed towards the sample and its �ux is controlled by a
mass �ow controller. Fig. 4.2b shows a horizontal cross section of the main chamber. The
sample is mounted upside-down in the middle, whereas the e�usion sources are mounted
at the lower part of the chamber to keep the distance between source and sample large.
This is necessary to ensure a homogeneous material �ux for a homogeneous layer growth
on the substrate. To avoid contamination and to cool the growth environment, the upper

1The following chapters will make clear, why it is necessary to grow thin �lms slowly.
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Figure 4.2: (a) Bird's eye view of the used system. The system is divided into three sections.
The load lock, the bu�er line, and the main chamber. A transfer system allows one to move
the sample within the system. The main chamber, or growth chamber, is equipped with two
electron beam evaporaters and six e�usion cells. In total up to eight elements can be evaporated
simultaneously. (b) depicts a cross section of the main chamber to see the arrangement of the
equipment that is necessary for sample growth. The substrate is mounted upside-down on a
heater. The oxygen source and the evaporaters can be closed with shutters. Both sketches are
not true to scale. AES: Auger electron spectroscopy, QMB: quartz microbalance, LEED: low
energy electron di�raction, RHEED: re�ection high energy electron di�raction, RGA: residual
gas analyzer.

half of the chamber is equipped with a liquid nitrogen cryo shield, which catches atoms
that have not hit the substrate to avoid uncontrolled backscattering. Furthermore the
cryo shield is necessary to prevent the chamber from heat radiation, which is caused by
high temperatures of the e�usion cells. For a rate calibration a Quartz Microbalance
(QMB) is used. A deposited mass on a piezoelectric quartz crystal reduces the resonant
frequency thereof, which is known as the Sauerbrey e�ect [63]. The change of the resonant
frequency can be used to determine the current rate for the calibration. To measure the
rate, the microbalance is moved to the sample position. During the actual sample growth
the microbalance has to be removed from this position, otherwise it would screen the
sample from the incoming molecular beam. A rate measurement during thin �lm growth
is thus not possible. This fact is a disadvantage of the system design. To compensate
this, a high �ux stability has to be ensured, so that monitoring and regulating the e�usion
cells during the growth is not necessary. The procedure of rate calibration is explained
in detail in Sec. 6.2. RHEED has been used to analyze the sample surface prior, during,
and after the growth process. The RHEED technique is introduced in Sec. 5.1.

The deposition procedures used during this thesis were done in codeposition mode. Code-
position uses all e�usion cells parallel in contrast to shuttered growth, where a sequential
mono layer growth is pursued.
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4.3 High Pressure Oxygen Sputtering Automat

A high oxygen pressure sputtering automat (HOPSA) has also been used for thin �lm
growth. A sketch of the used sputtering machine is shown in Fig. 4.3. The high pressure
oxygen sputtering technique is based on radio frequency (RF) sputtering, where a high-
frequency electric �eld (13.6MHz) is used to ignite a oxygen plasma between target and
substrate electrode. The oxygen partial pressure used during the sputtering process lies
between 100 and 300Pa, it prevents the layer from getting oxygen de�ciencies. The
ionized atoms from the process gas bombard the target, where target atoms are ejected
then. Those atoms are almost always neutral, so that they can move to the substrate
without any in�uences of the applied rf electric �eld. As a target a commercially available
one with the desired stoichiometry has been used and is bonded to a magnetron sputter
target holder. Magnetron sputtering has been used to increase the sputter e�ciency
with additional magnetic �elds applied by permanent magnets behind the target. Due
to the Lorentz force the electrons have to move on spiral paths, which lead to electrons
captured near the target surface. Due to an enhancement of collisions more ions are
created and thus an increase of the sputtering rate can be observed. Furthermore due to
the accumulation of electrons near to the target the plasma is limited to the target region
which reduces the backsputtering e�ect, when the substrate also gets sputtered [64]. The
achievable sputtering rate lies in the region of 1Å/30 s.

valve MFC

O2

movable target arm

Motor

RFHeater with
substrate Plasma

Target

Figure 4.3: Sketch of the used high oxygen pressure sputtering automat. Two targets can be
used simultaneously to grow multilayer systems and the movable target arm is necessary to start
and stop the growth as well as switching between two targets. The target size is ca 5 cm, the
distance between substrate and target can vary within a few centimeters. The zoom shows a
detailed view on the target, heater, and substrate.

To avoid impurity atoms a base pressure of 10−4 Pa has to be reached with a turbopump
and backing pump before starting the sputtering process. After reaching the base pressure,
the process gas is regulated by a mass �ow controller (MFC). Therefore the pumping cross-
section of the turbopump has to be reduced, because usually a turbopump is designed to
work at signi�cantly lower pressures. A substrate heater enables one to heat the sample
up to 1300K. A movable target arm has been used to initiate and stop the sputtering by
moving the target to the substrate position and away. A plasma generator with automatic
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tuning ignites the oxygen plasma and keeps it stable. A direct measurement method of
the current sputter rate is not included. The rate calibration has to be done ex-situ with
X-Ray Re�ectometry (XRR) which is introduced in 5.2.1. Furthermore, other in-situ
methods are also not installed.

4.4 Comparison of MBE and sputtering

Samples grown with di�erent growth methods like OMBE and sputtering cannot be con-
sidered as equal. At �rst the instruments used for the epitaxy and sputtering are di�erent.
The OMBE base pressure is UHV, whereas sputtering base pressure is only High Vacuum
(HV), which is a di�erence of at least four orders of magnitude in pressure. According
to Sec. 4.2.1, this in�uences the amount of impurity atoms which are incorporated into
the growing thin �lm. This fact can in�uence the quality and thus the physical proper-
ties of the thin �lm. Sometimes, as discussed later, the OMBE system is not suitable or
not working for some �lms. Technical problems during this work made it necessary to
grow the LSMO layers with the sputtering technique, although OMBE would have been
the better choice. Secondly, as mentioned, the kinetic energies of the particles are also
slightly di�erent for both techniques, namely ≈ 1 eV for thermal evaporation and > 1 eV
for sputtering. This fact also in�uences the physical properties of thin �lms, in spite of
working close to the thermal equilibrium.
Vila-Fungueiriño et al. investigated the in�uence of di�erent growth conditions on the
magnetic anisotropy of La0.7Sr0.3MnO3 [65]. For thin �lm preparation they used pulsed
laser deposition, which is far from thermodynamic equilibrium, and slow chemical solu-
tion deposition method under quasi-equilibrium conditions. They found out that magnetic
anisotropy is determined by the growth method and thus by the proximity to the thermo-
dynamic condition during the thin �lm growth. As a result they stated that the nature
and magnitude of the magnetic anisotropy can be in�uenced by tuning the thermody-
namic parameters within a thin �lm growth process. The used growth methods are not
the same, and this e�ect can in�uence the sample properties under the use of OMBE and
sputtering. However, this has not been investigated during this thesis.
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5.1 In-situ analysis techniques

Three instruments are installed in the OMBE chamber for in-situ surface analysis, two
for structural and one for surface stoichiometry analysis. In-situ methods exhibit the
main advantage that they can be performed without breaking the UHV during growth
or directly after. This fact prevents the surface from getting contaminated by adatoms,
so that the surface structure and composition can be analyzed undisturbed. However,
these in-situ methods have also been used to analyze the surface of the sputtered samples
ex-situ.

5.1.1 Low-Energy Electron Di�raction

Low-Energy Electron Di�raction (LEED) is a method to investigate the crystalline struc-
ture of the sample surface. As mentioned in Sec. 3.8, low energy electrons with a wave-
length in the range of typical atom distances (≈ 1Å) are perfect as probes for surface
sensitive measurements. A common LEED setup is shown in Fig. 5.1.
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Figure 5.1: Sketch of a LEED system. The electrons are accelerated towards the sample and
impinge perpendicular to the sample surface and are then di�racted in direction of the LEED
screen. Inelastically scattered electrons are �ltered by an energy �lter. The grid is used to further
accelerate the elastically scattered electrons to trigger �uorescence on the screen.

In order to avoid interaction of the electrons with residual gas atoms a large mean free
path length is necessary. This is a further reason for using an UHV environment besides
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keeping the surface clean. The electron gun (source) produces electrons by thermionic
emission from a hot �lament. The electrons are then accelerated by a Wehnelt cylinder
perpendicular to the sample surface and collimated with a electrostatic lens system. The
accelerating voltage and thus the associated electron energy is variable and has been
used between 50 eV and 300 eV. After getting backscattered from the sample the electrons
have to pass a retarding grid, which acts as an energy �lter to remove inelastic scattered
electrons from the spectrum. Since the electron energy is very low and not su�cient to
trigger �uorescence on the screen, the electrons are accelerated to ≈ 6 keV in order to
achieve �uorescence.
As brie�y mentioned above, the �nite penetration depth of the electrons into the surface
and the dynamic scattering theory make the LEED a powerful, but demanding tool for
surface analysis. In this work the LEED has only been used qualitatively to evaluate the
crystalline quality of the substrate surface and of the grown thin �lms. A good crystallinity
is indicated by sharp re�ections on the screen. For a deeper insight into LEED Ref. 57
and 66 are recommendable.

5.1.2 Re�ection High-Energy Electron Di�raction

The Re�ection High-Energy Electron Di�raction (RHEED) system is the second surface
sensitive instrument which is installed in the main chamber. Due to the grazing incidence
angle scattering geometry an in-situ measurement during the growth is possible, and thus
a growth monitoring is in principle possible. Fig. 5.2 depicts the principle of the RHEED

~ki

reciprocal
lattice rods

Ewald sphere

screen

Figure 5.2: RHEED scattering geometry. The grazing incidence electron beam is only scattered
from the 2D surface, which leads to lattice rods instead of lattice points (see. 3.8). The scattered
electrons become visible after impinging on a �uorescence screen and are detected by a video
camera.

technique. A collimated high energy electron beam is produced by an electron gun and
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directed to the sample under an angle of smaller than approximately 2◦. The grazing
angle leads to a very low penetration of electrons perpendicular to the sample surface due
to total re�ection. As explained in Sec. 3.8, the third Laue condition is not valid any
more for this case and reciprocal lattice points become lattice rods, consequently. Fig. 5.2
also shows the Ewald sphere and the reciprocal lattice rods as an example. The lattice
rods always intersect with the Ewald sphere, which leads to a di�raction pattern for every
scattering vector Q. After being scattered from the sample the electrons trigger a signal
on a �uorescence screen which is observed by a video camera. RHEED has also been
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Figure 5.3: (a) is a RHEED pattern of a cleaned silicon substrate. Point-like re�ections on
higher Laue ring indicate a very smooth surface. Kikuchi lines are an indication of a perfectly
shaped surface. In contrast (b) depicts an obviously island growth of manganate on STO, where
a 3D di�raction pattern overlies.

used as a qualitative experiment during growth. Fig. 5.3 shows two di�erent RHEED
patterns of samples with di�erent qualities. Fig. 5.3a depicts a smooth silicon substrate.
Higher Laue orders are clearly visible. Additionally diagonal lines with the origin in the
zeroth order re�ection appear. They are called Kikuchi lines and are independent of the
elastic scattering. The primary scattering process is inelastic scattering, which involves
phonons and plasmons. They are sharp for crystals with high bulk and surface order, and
thus they depend strongly on the surface morphology [67, 68]. Terraces and steps on the
surface cause a signi�cant broadening of the Kikuchi lines.

In contrast a rough surface of a manganate thin �lm on a STO substrate with island
growth is shown in Fig. 5.3b. The electrons are not only re�ected from the 2D surface,
but they also penetrate the island, which leads to a bulk-like scattering pattern of the cubic
structure. Additionally, the Kikuchi lines vanished, which corresponds to the assumption
that the surface is dominated by island growth. For a rough surface without the emergence
of clear islands, the RHEED pattern smears simply out. Thus, RHEED is an ideal probe
to get in-situ information about the surface quality, even during growth.
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5.1.3 Auger Electron Spectroscopy

Auger Electron Spectroscopy (AES) can be used for analyzing the surface's chemical
composition. Therefore, element speci�c secondary electrons, so called Auger-electrons,
can be analyzed. Incoming electrons, produced and accerated by an electron gun, with
an energy of 3 keV transfer their energy to electrons in low energy levels. The gain in
energy of those electrons is high so that they can leave the atom. Since this state with
unoccupied energy levels is energetically unfavorable, an electron from a higher energy
level (outer shell) moves to this free energy level. The energy di�erence between the
high and low state is transferred to another outer electron. This electron leaves the atom
due to the gain of energy. The energy of this electron is element speci�c and a sensitive
detection of the electron energy gives information about the composition of the sample
surface. Due to technical problems the AES device could not be used during this thesis,
but is mentioned for the sake of completeness.

5.2 In-house (ex-situ) instruments

All instruments used on-site are called in-house instruments including experiments per-
formed at PGI-9 and at the Ernst Ruska-Centre for Microscopy and Spectroscopy with
Electrons.

5.2.1 X-ray Re�ectometer

The Bruker AXS D8 Advanced has been used for structural characterization of the pre-
pared thin �lms either in re�ectometry or in di�ractometry mode. A sketch is depicted
in Fig. 5.4. Due to its geometry only the crystalline out-of-plane components can be
accessed. The system uses a copper X-ray source, where the Cu Kα1 radiation with
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Göbelmirror
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Monochromator

Figure 5.4: Sketch of the Bruker D8 Advanced X-ray re�ectometer. This instrument has been
used for the structural characterization of the thin �lms. Only the tube and the detector can
be moved. Thus only out-of-plane information is provided by specular scattering. However,
o�-specular scattering gives informations on lateral correlations. Sketch taken from [69].

1.54055Å is collimated and selected with a Göbel mirror and a slit system as well as a
following channel cut monochromator. It is used to get rid of the background (mainly
the bremsstrahlung) and other characteristic transitions, which exhibit di�erent wave-
lengths. These beam improvements are highly necessary for the di�erent measurements.
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The re�ectivity measurements, which are performed under small angles (up to θ = 10◦),
require a good collimation of the beam in order to measure long range correlations. On
the other hand wide angle scattering requires a highly monochromatic beam to achieve
atomic resolution. To overcome the high intensity di�erences, especially for re�ectivity
measurements, an automatic rotary absorber is installed to prevent the detector from
oversaturation and radiation damages. To achieve the best resolution a slit system and a
Göbel mirror is also installed on the side of the one dimensional detector. The available
2θ range is 0◦ to 110◦. This makes it possible to measure re�ectometry under low and
di�ractometry under high incident angles.

5.2.2 Powder X-ray Di�ractometer

The in-house powder di�ractometer Huber Guinier G670 has been used for a precise
analysis of unit cell metric of powder systems. Especially, it has been extensively used to
assist the optimization of powder preparation procedures in order to get a single phase
powder.
A sketch of the powder di�ractometer is shown in Fig. 5.5. A copper X-ray source is used
with a monochromator and collimator. The monochromatic beam has a wavelength of
1.54055Å, which is the selected Cu Kα1 transition.

slits
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Figure 5.5: Sketch of the in-house powder di�ractometer Huber Guinier G670. A monochro-
matized and collimated X-ray beam is scattered by a powder sample. The primary beam is
blocked with a beam stop. An image plate detects the scattered intensity. This geometry is
called Guinier technique and is commonly used.

As seen in the sketch, the measurement is done in transmission mode. Therefore a thin
powder �lm is used between two very thin Mylar R© foils. It is necessary to keep the amount
of powder as small as possible to prevent high absorption of X-rays. The typical mass
of powder is less than 1mg. To improve the statistics the sample is moved through the
X-ray beam permanently, thus the exposed sample area becomes increased. The direct
beam is blocked by a suitable beam stop, while the scattered intensity is detected with an
image plate detector. An image plate gets exposed during the measurement and can be
read out after the measurement is �nished. The image plate covers a 2θ range between 0
and 100◦ with a resolution of 0.005◦.
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5.2.3 Atomic Force Microscope

For surface analysis an Agilent Technologies 5400 Atomic Force Microscopy (AFM) has
been used. The AFM technique is a versatile technique for probing the topological prop-
erties of the sample surface, which is probed in position space [70] within a subnanometer
scale. The sample surface is directly mapped and, compared to scattering methods, a
complex simulation of the sample is not necessary. The AFM technique is based on the
interaction between the sample surface and a measuring tip. The approximation of the
interaction between a pair of neutral atoms is given by the Lennard-Jones potential [71].
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Figure 5.6: (a) shows the AFM measurement technique which is based on the interaction
between sample and tip. The tip is oscillating near its resonant frequency and the amplitude is
measured with a laser and a detector. (b) depicts the underlying Lennard-Jones potential, which
is a good approximation to describe the interaction between surface atoms and tip atoms. V and
r are normalized to constants ε and σL, respectively. The AFM has been used in non-contact
(NC) mode. FO is the range, where the tip can freely oscillate.

The AFM measuring method is depicted in Fig. 5.6. It has been used in the non-contact
mode. The cantilever and tip are driven at their resonant frequency. The amplitude is
measured from a de�ection of a laser beam which is detected by a 4-quadrant detector.
The change of the amplitude caused by the interaction between sample and tip is com-
pensated by a height correction of the sample with a high-precision piezoelectric scanner.
The correction done by the scanner is the topological height pro�le. This height pro�le
is used to analyze the sample surface in order to get information about roughness within
an area of a few µm2. The interaction of the tip with the sample can be described with
the Lennard-Jones potential in good approximation, as shown in Fig. 5.6b.

5.2.4 Magnetic Property Measurement System

A Quantum Design Magnetic Property Measurement System (MPMS) has been used to
characterize the macroscopic magnetic properties of the samples. As depicted in Fig. 5.7
the MPMS main parts are a superconducting magnet to generate a magnetic �eld up
to 7T, a superconducting pick-up coil which couples inductively to the sample, and a rf
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Figure 5.7: Measurement technique of the used Quantum Design MPMS. The sample is
mounted in a straw and is moved through a second order gradiometer. The gradiometer is
thus coupled inductively to the sample. The pick-up system is then coupled to a rf SQUID.

SQUID. The SQUID itself is a device which consist of a superconducting ring which is
interrupted by usually two very thin Josephson contacts [72]. From quantum mechanics
one knows that the magnetic �ux within a superconducting ring has to be quantized with
the magnetic �ux quantum Φ0 = 2.07 · 10−15 Vs. A change of the external magnetic �ux
leads to change of the magnetic �ux in the ring with a multiple of the magnetic �ux
quantum. This makes a precise determination of the external magnetic �ux possible.
The pick-up coil is built as a second order gradiometer, which is wound in a set of three
coils. As indicated by red arrows in Fig. 5.7 the upper coil is a single turn wound clockwise,
the center coil are two turns counter-clockwise, and the bottom coil is also a single turn
wound clockwise. This con�guration is used to reduce noise in the detection circuit caused
by the surrounding magnet [73]. The pick-up coil is then connected to the rf SQUID [74],
which measures the induced voltage from the moving sample precisely. From the resulting
response function of a magnetic dipole moving through the pick-up coil the corresponding
magnetic moment of the sample can be derived, which is done by the instrument software
automatically.
The whole setup is installed in a dewar and constantly held under liquid helium to main-
tain the superconducting behavior of the superconducting coils. The sample temperature
can be chosen between 1.9K and 400K. The sample is mounted in a drinking straw
whose length is larger then the extension of the pick-up coils. A signal originating from
the drinking straw is avoided, because the drinking straw as a homogeneous medium is
thus not inducing a signal to the pick-up coil (no magnetic �ux change).
The MPMS achieves a sensibility of approximately 10−12 Am2. The drinking straw itself
provides a very low background, which is necessary while observing very tiny magnetic
moments. The disadvantage is its heat sensibility, which limits the maximum temperature
to 350K.
Both, the temperature dependency and the �eld dependency of the powder and thin �lm
samples were measured with the MPMS, because of its high sensitivity.
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5.2.5 Physical Property Measurement System

A Quantum Design Physical Property Measurement System (PPMS) is a multifunctional
measurement device which can be used to measure a large variety of physical proper-
ties. The basis of the system is a liquid helium dewar, wherein a sample chamber and a
superconducting magnet is installed. Temperatures between 1.9K and 400K are easily
accessible and also a magnetic �eld up to 9T can be applied. During this work the PPMS
was used with the �Resistivity Option� and the �Heat Capacity Option�. The former was
used to measure the temperature dependency of the resistivity up to ca. 10MΩ with a
four-point or two-point method, respectively. Therefore samples have been contacted with
platinum wires which have been �xed on the sample surface with silver paste.
The latter was used to measure the heat capacity under constant pressure, which is de�ned
as

Cp =

(
∂Q

∂T

)
p

,

where ∂Q is the heat, which is necessary to cause a temperature change ∂T . For solid
materials the thermal expansion is mostly negligible and thus one can assume Cp ≈ Cv. A

thermal bath (Puck)

thermometer heater

wires
platform
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Figure 5.8: Heat capacity measurement option of the PPMS. The puck will be connected to
the PPMS dewar. Adapted from [75].

sketch of the sample platform in shown in Fig. 5.8. The sample platform is connected to
the PPMS sample puck, which serves as a thermal bath. A small sample is attached to the
sample platform with Apiezon grease to ensure good thermal contact. The typical sample
mass is a few mg. The sample platform is equipped with a heater and thermometer and
is suspended by contact wires from the puck. It is necessary to ensure that the thermal
conductance is dominated by the wires of the sample platform. During the measurement
a known amount of heat is applied at constant power for a �xed time. This heating is
followed by a cooling of the same duration. Afterwards the relaxation time of the system
can be determined and the heat capacity can be calculated [75].
Under the circumstance that the internal di�usion time, which is necessary to reach
a thermal equilibrium state within the sample, is larger than the relaxation time, the
value of the measured heat capacity is too small. This also happens for a poor thermal
contact between sample and platform. Especially the unshaped pieces from a sintered
pellet, or the powder sample, have only poor thermal contact. Thus the measurement is
rather qualitative, and can only be used to �nd phase transitions without determining
the absolute value of the heat capacity as described later on.
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5.2.6 Rutherford Backscattering Spectrometer

Rutherford Backscattering Spectrometry (RBS) is a technique to analyze the stoichiom-
etry of the grown thin �lms. It is a very important instrument for developing thin �lm
growth procedures with the objective of perfect stoichiometry. RBS uses a backscattering
geometry as depicted in Fig. 5.9. An ion source provides light helium ions which are ac-
celerated with a particle accelerator towards the sample and then backscattered under the
scattering angle θ. The measurements were carried out at the PGI-9 (Forschungszentrum
Jülich GmbH)1 and at the Ion Beam Center (Helmholtz Zentrum Dresden Rossendorf)2

with helium energies of 1.4MeV.
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Figure 5.9: Sketch of a RBS experiment. An ion source provides helium ions that are accelerated
towards the sample and then backscattered under the scattering angle θ. The backscattered ions
are detected with an energy sensitive detector.

In a �rst approximation RBS can be described within the kinematic scattering theory. The
energy of the backscattered helium ions depends on the masses of the involved particles
in the sample. The energy of the backscattered particle is element speci�c and can be
used for analysis of the stoichiometry. As described in Ref. 57, the enery E1 of the helium
ion after the scattering process can be written as

E1 = κ2 · E0.

E0 is the initial energy and κ is the kinematic factor, which is

κ =
cos(θ) +

√
m2
t

m2
He

− sin2(θ)

1 + mt

mHe

.

mt and mHe are the masses of the target atom and the helium ion, whereas θ is the
scattering angle as shown in Fig. 5.9. In a real experiment the incident ions penetrate the
sample and lose energy gradually due to Coulomb interaction with atoms in the sample.
This is known as the stopping power, which cannot be predicted reliably for light atoms
like oxygen. This makes a simulation much more complicated. An empirical model is used
under consideration of the thickness and the density of the sample and is implemented
in the software package RUMP [76]. This program has been used to analyze the data

1Dr. Jürgen Schubert, Dr. Bernd Holländer, and Willi Zander.
2Dr. René Heller.
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obtained from the PGI-9 experiment. For the samples measured at HZDR the data was
analyzed by René Heller.
The error of the measurement lies within a few percent and depends on the species of
the scattering atoms. Basically, RBS is based on an accurate calculation of the stopping
power, and as mentioned, this calculation is not reliable for light elements.

5.2.7 Scanning Transmission Electron Microscopy and energy dis-
persive X-ray Spectroscopy

In contrast to the introduced X-ray and neutron scattering methods Scanning Transmis-
sion Electron Microscopy (STEM) is a method to probe the sample microscopically in
position space. The measurement was performed with the great support of the Ernst
Ruska-Centre for Microscopy and Spectroscopy with Electrons.
STEM uses a focused electron beam which impinges on a very thin sample which has
to be prepared beforehand as explained later on, and the transmitted electrons are de-
tected. The complete STEM image is formed by scanning the focused beam over the
sample. Besides this information, the setup provides element speci�c information via En-
ergy Dispersive X-ray Spectroscopy (EDX). Element characteristic radiation is emitted
when outer-shell electrons move to the vacancies in the inner shell of a atom generated by
an incident electron beam. These emitted X-rays are detected with an energy sensitive
detector.
As the electron beam scans the sample this information is also space-resolved and the
element distribution within the sample can be measured. For instance, a detailed intro-
duction is given by Williams and Carter [77].
The following steps, the sample preparation and measurement as shown below, were done
under the responsibility of Dr. Juri Barthel, ER-C.

Sample preparation

For transmission electron microscopy a thin lamella, usually several 100 nm, has to be
cut from the sample with focused ion beam milling. Beforehand a 40 nm thick gold layer
is deposited via sputtering to prevent charging during the ion milling process. Then a
thin cross-section lamella was cut by focussed ion beam milling either with an FEI Helios
Nanobeam 400S [78] or with an FEI Helios Nanobeam 460F1 [79]. Further thinning was
achieved by using a gentle argon beam of 900 eV and �nal surface cleaning was done
with a 500 eV argon ion beam with a Fischione Model 1040 Nanomill. An overview TEM
measurement of a prepared sample is shown in Fig. 5.10. Besides the substrate and two
layers, the conductive Au layer and a protective Pt layer is visible.

Measurement

STEM was performed with a FEI Titan G2 80-200 [80] operated at 200 kV. The instrument
is used with a CEOS DCOR probe CS-corrector which provides a spatial resolution of
1Å. This detector is placed in the high-resolution annular dark �eld regime. EDX was
done with a high-e�ciency Super-X 4-SDD windowless detection system [81].
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500Å

Pt protective layer

Au

Layer 1
Layer 2

Figure 5.10: Overview of a TEM measurement of a sample after preparation.

The electron probe was tuned with 1 nA current to generate a su�cient signal. This is
necessary to achieve spatially resolved EDX mappings of the layer interface.

5.3 Instruments at large-scale facilities

Highly precise investigation of nuclear and magnetic structures requires instruments at
large-scale facilities. These kind of instruments are located at synchrotron radiation and
neutron sources. During this thesis several instruments have been used. For the powder
experiments the high-resolution X-ray powder di�ractometer (11-BM)3 has been used.
The powder sample has been measured at the di�use neutron scattering spectrometer
(DNS)4 and at the high resolution neutron powder di�ractometer (BT-1)5.
The investigations of the magnetization pro�le of thin �lms have been done at the Polar-
ized Beam Re�ectometer (PBR)5 and at the Magnetic Re�ectometer with high incident
angle (MARIA)4.

5.3.1 High-Resolution X-Ray Powder Di�ractometer (11-BM)

High-resolution X-ray Powder Di�ractometry at the Advanced Photon Source of the Ar-
gonne National Laboratory (APS) was performed at 11-BM at APS via Mail-In Proposal
to analyze LSFO powder in order to determine structural changes accompanying the mag-
netic and electronic phase transitions. The expected changes are very small. Those small
structural changes make it necessary to use highly monochromatic radiation with a very
high photon �ux in order to see small splittings of re�ections and even re�ections with
very low intensity. Due to the small wavelength the accessible Q range is large and higher
order re�ections can be analyzed.
An overview of the experiment is given in [82]. As the experiment is a Mail-In experiment
the usable temperature range was limited to temperatures between 100 and 300K. The

3Advanced Photon Source at the Argonne National Laboratory, Argonne (USA)
4Heinz Maier-Leibnitz Zentrum at the FRMII, Garching (D)
5NIST Centre for Neutron Research, Gaithersburg (USA)
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fully linear polarized beam with a size of 0.5 × 1mm has a wavelength of 0.41418(1)Å.
The detector covers an angle range from 0.5 to 50◦, and a maximum available Q value of
12.8Å

−1
follows.

5.3.2 Di�use Neutron Scattering Spectrometer (DNS)

The cold neutron time-of-�ight Di�use Neutron Scattering Spectrometer (DNS) at the
Heinz Maier-Leibnitz Zentrum (MLZ) (Fig. 5.11) is a versatile instrument which can be
used for powder analysis in order to separate nuclear coherent, nuclear spin incoherent,
and magnetic scattering contributions. DNS is a high intensity instrument with medium
resolution, which has been used at a wavelength of 3.3Å and 4.5Å, respectively. With
relatively large wavelength a Q value up to 3.5Å−1 was achievable which is optimized for
measuring the large magnetic unit cells of LSFO, for instance.
The incoming neutron beam is monochromatized by a double-focusing monochromator
and polarized by supermirror-based polarizer. The spins can then be manipulated by a
�ipper followed by a set of orthogonal xyz-coils. The spin can thus be set in any direction.
The wide-angle polarization analysis is achieved by using 24 units of polarization analyzers
simultaneously [83, 84]. A closed-cycle cryostat was used to cool the sample between 5K
and 300K.

1 Neutron guide
2 Monochromator
3 Velocity selector
4 Polarizer
5 Chopper
6 Sample space with XY Z coils
7 Detector banks with polarization analysis
8 Positition sensitive 3He detectors

1 2

3

4
5

6
7

7
8

Figure 5.11: Schematic drawing of the DNS. Adapted from [83].

Separation of coherent, spin incoherent, and magnetic scattering

The DNS supports xyz-polarization analysis which enables one to separate coherent, spin
incoherent, and magnetic scattering cross sections. Polarization analysis is necessary
to separate magnetic and nuclear re�ections if they overlap or to separate nuclear and
magnetic di�use scattering over a large Q range, for instance. This section introduces the
idea and theory of the xyz-separation brie�y.
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A common method for polarization analysis is the ‖ − ⊥ method [85]. For this method
the polarization has to be aligned parallel and perpendicular to the scattering vector.
Taking the di�erence of the di�erent contributions under consideration of non-spin-�ip and
spin-�ip scattering, one separates the magnetic scattering from the other contributions
like nuclear coherent or spin incoherent scattering. But this method is based on the
measurement with a single detector. The need to rotate the polarization into these two
directions makes an application together with an area detector impossible. For such a
detector the angle between polarization and scattering changes in dependence on the
position of the detector within the multidetector.
In [86] a generalization to the xyz-di�erence method is shown. In Fig. 5.12 the scattering
geometry of the DNS experiment is depicted. The principle of this generalization is to

2Θ

x

y

z

~k

~k′

detector

sample

~Q

α

Figure 5.12: DNS scattering geometry. ~Q lies in the x-y-plane and α is the angle between the
x-axis and ~Q.

consider the neutron polarization in x, y, and z direction and to measure the non-spin-�ip
and spin-�ip intensities of each polarization state. With the unit vectors ~ex, ~ey, and ~ez
along x, y, and z, respectively, the polarization of the neutron can be written as

~P = Px~ex + Py~ey + Pz~ez.

For a powder with collinear magnetization the magnetic cross section becomes simpler,
because the correlation functions are

〈〈MxMx〉〉 = 〈〈MyMy〉〉 = 〈〈MzMz〉〉,

whereas the mixed ones

〈〈MxMz〉〉, 〈〈MxMy〉〉, 〈〈MzMy〉〉

are zero [86]. One gets six equations, which include all kinds of scattering, and includes
nuclear coherent, nuclear incoherent, nuclear spin incoherent, and magnetic scattering
cross-sections. The spin-�ip cases can be written as

∂σx↑↓
∂Ω∂ω

=
1

2

∂2σmag
∂Ω∂ω

(cos2 α + 1) +
2

3

∂2σspininc

∂Ω∂ω
, (5.1)
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∂σy↑↓
∂Ω∂ω

=
1

2

∂2σmag
∂Ω∂ω

(sin2 α + 1) +
2

3

∂2σspininc

∂Ω∂ω
, (5.2)

∂σz↑↓
∂Ω∂ω

=
1

2

∂2σmag
∂Ω∂ω

+
2

3

∂2σspininc

∂Ω∂ω
, (5.3)

whereas the non-spin-�ip contributions are expressed as

∂σx↑↑
∂Ω∂ω

=
1

2

∂2σmag
∂Ω∂ω

sin2 α +
1

3

∂2σspininc

∂Ω∂ω
+
∂2σcoh
∂Ω∂ω

+
∂2σnucinc

∂Ω∂ω
, (5.4)

∂σy↑↑
∂Ω∂ω

=
1

2
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∂Ω∂ω

cos2 α +
1

3

∂2σspininc

∂Ω∂ω
+
∂2σcoh
∂Ω∂ω

+
∂2σnucinc

∂Ω∂ω
, (5.5)

∂σz↑↑
∂Ω∂ω

=
1

2

∂2σmag
∂Ω∂ω

+
1

3

∂2σspininc

∂Ω∂ω
+
∂2σcoh
∂Ω∂ω

+
∂2σnucinc

∂Ω∂ω
. (5.6)

Six channels are necessary to measure the separation of nuclear, nuclear spin incoherent,
and magnetic contributions. Now it is possible to calculate and separate all scattering
contributions, but the isotropic nuclear incoherent part cannot be separated from the
nuclear coherent part with this method. Therefore eq. 5.1 to eq. 5.6 can be solved to

1

2

∂2σmag
∂Ω∂ω

= 2

(
∂σx↑↓
∂Ω∂ω

+
∂σy↑↓
∂Ω∂ω

− 2
∂σz↑↓
∂Ω∂ω

)
= 2

(
−
∂σx↑↑
∂Ω∂ω

−
∂σy↑↑
∂Ω∂ω

+ 2
∂σz↑↑
∂Ω∂ω

)

∂2σspininc

∂Ω∂ω
=

3

2

(
−
∂σx↑↓
∂Ω∂ω

−
∂σy↑↓
∂Ω∂ω

+ 3
∂σz↑↓
∂Ω∂ω

)
.

However, one cannot distinguish between isotope incoherent and coherent scattering, and
the combination can be written as

∂2σcoh
∂Ω∂ω

+
∂2σisotopeinc

∂Ω∂ω
=

∂σz↑↑
∂Ω∂ω

− 1

2

∂2σmag
∂Ω∂ω

− 1

3

∂2σspininc

∂Ω∂ω
.

In this work this method was used to investigate magnetic di�use scattering, which arises
from states with shorter correlation length and is expected to appear close to phase
transitions.
Firstly, without this method it would not be possible to distinguish between nuclear and
magnetic di�use scattering. Secondly, a separation of magnetic from nuclear di�raction
peaks has also be done.
DNS is very helpful to separate di�erent scattering contributions, but has only limited
achievable Q range. In order to investigate the crystal and magnetic structure thoroughly,
especially for large ~Q values, high-resolution powder di�ractometry is necessary. This
measurement has been performed on the BT-1 di�ractometer at NIST Centre for Neutron
Research (NCNR).
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5.3.3 High Resolution Powder Di�ractometer (BT-1)

The High Resolution Powder Di�ractometer BT-1 at NCNR has been used for powder
analysis in order to measure also a probably subtle lowering of the symmetry, which could
be expected for the low temperature phase of LSFO as discussed later. This requires the
separation of re�ections for high scattering angles. Neutrons in contrast to X-rays have a
constant form factor for nuclear scattering, which provides the advantage of being able to
measure also high-order re�ections. Additionally, neutron powder di�raction can be used
to measure magnetic properties of the powder. Both were used in order to get detailed
information about the LSFO powder.
For the purpose of observing high order re�ections a Ge (733) monochromator is used
which provides neutrons with a wavelength of 1.197Å and the highest resolution for
the high Q range. The instrument uses 32 detectors which cover a 2θ range of 0◦ to
167◦, and thus Qmax is 10.4Å

−1
. A closed-cycle refrigerator provides the possibility to

reach temperatures between room temperature and 10K. A detailed description of the
instrument can be found in [87].
The experiment was provided through the Mail-In sample service. The executive scientist
for measurements and data acquisition was Hui Wu from NCNR.

5.3.4 Magnetic Re�ectometer with high Incident Angle (MARIA)

The magnetic re�ectometer with high incident angle (MARIA) at MLZ was used for
the analysis of the magnetization pro�le of the thin �lm samples. It is an instrument
which is optimized for probing magnetic interface e�ects and magnetic layers down to
subnanometer scale and is thus perfectly suitable for the intended investigations. A
sketch of the experiment is given in Fig. 5.13 (a). The wavelength selection is done with
a velocity selector that provides a wavelength within the range 4.5Å < λ < 14Å. The
width of the wavelength distribution is ∆λ

λ
= 0.1. MARIA also provides polarization

of the neutrons for the investigation of magnetism as treated in Sec. 3.7. Polarization
analysis is enabled by a wide angle 3He cell to distinguish between di�erent scattering
channels (non-spin-�ip and spin-�ip) in order to get information about the alignment
of the in-plane magnetization. The detector is a position-sensitive two-dimensional 3He
detector, which also allows the measurement of the di�use scattering. Di�use scattering
contains information about the correlation length within the sample in either lateral or
vertical direction. Several slits are used to collimate the beam [88].
The versatile sample environment provides sample cooling from 300K to 5K and magnetic
�elds up to 1.2T.
Basically, MARIA has been used to measure the in-plane reversal of magnetization at
110K, which is depicted in Fig. 5.14. As one has to consider the guide �eld direction,
which ensures the neutron's polarization, only �elds along the guide �eld can be applied,
otherwise one loses the polarization of the neutrons. In general, it is not strictly true.
It also depends on the sample properties, and one can have a non-adiabatic spin �ip.
Anyhow, it reduces the measurement to the part shown by the solid line in Fig. 5.14.
Before the measurement the sample was saturated in positive �eld direction to Ms. A
small and reversed �eld has been applied then. To probe the solid line part the �eld was
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velocity selector
polarizer

spin �ipper

slits
sample

analyser

detector

detector
slits

supermirrorslits

spin �ipper

sample

~H
spin �ipper

supermirror

monitor

slitsmonochromator

(a)

slits

(b)
beryllium �lter

Figure 5.13: (a) Sketch of the MARIA re�ectometer. The velocity selector determines the
wavelength of the neutrons. Slits collimate the neutron beam before scattering from the sample.
Polarization of the neutrons occurs in a polarizer, whereas the analyzer is used for polariza-
tion analysis after the scattering event. A cryostat for cooling applications and a magnet are
available. Adapted from [88]. (b) A drawing of the PBR experiment. The neutron beam is
monochromatized and then polarized by a supermirror. A spin �ipper allows one to �ip the spin
direction. After being scattered from the sample the neutrons are detected with a 3He detector.
A supermirror is used for analyzing the polarization of the neutron beam. Taken from [89].
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Figure 5.14: Half-hysteresis measurement performed with MARIA. To maintain the neutron
polarization only the part shown by the solid line is accessible.

changed and the re�ectivity for a �xed Qz value was measured with polarization analysis
in order to measure both the non-spin-�ip and spin-�ip channels.
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5.3.5 Polarized Beam Re�ectometer (PBR)

The second PNR instrument which was used was the Polarized Beam Re�ectometer (PBR)
at NCNR. A sketch of the instrument is depicted in Fig. 5.13 (b). PBR uses a pyrolytic
graphite focusing monochromator followed by a beryllium �lter, which suppresses the λ/2
contamination. The used wavelength was 4.75Å with ∆λ

λ
= 0.03. Slit systems are used

to collimate the beam. A supermirror polarizes the beam and a spin �ipper is available
to �ip the neutron spin. The sample environment can be equipped with a closed cycle
cryostat which enables measuring from 330K to 10K as well as magnetic �elds parallel to
the sample surface up to 0.75T. For polarization analysis a second �ipper and supermirror
is installed. The detection of the scattered neutrons is done with a one dimensional 3He
detector [89].
The PBR was mainly used to measure the temperature dependence of the re�ectivity from
10K to room temperature with polarized neutrons in order to determine the magnetic
depth pro�le of the samples. As one uses a line detector, only the specular re�ectivity can
be measured. Information from di�use scattering cannot be gained. The data reduction
was done with beamline software which includes polarization correction and background
subtraction.
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6 Ordering phenomena in La1/3Sr2/3FeO3 pow-
der and thin �lms

The following chapter starts with an introduction of bulk and thin �lm LSFO, which
includes an overview about the state of research.
The second part of this chapter deals with the work on LSFO powder samples, which
includes sample preparation as well as characterization. The last part is about thin �lm
growth and characterization. Developing thin �lm growth processes was a crucial part
of this thesis. All work on developing thin �lm growth procedures of LSFO will then be
transferred to the aforementioned heterostructures consisting of LSFO and LSMO.

6.1 La1/3Sr2/3FeO3 and its versatility

LSFO with the chemical formula

La3+
1/3Sr2+

2/3Fe+3.67O2−
3 (6.1)

is a versatile material which exhibits lots of interesting phenomena. It crystallizes in
space group R3̄c (see Fig. 2.3a) with the room temperature lattice parameters listed in
Tab. 6.1. In a purely ionic picture of the valences, in Eq. 6.1, the Fe ion features a non-

Table 6.1: Lattice parameters of LSFO with space group R3̄c at room temperature from [23].

a, b [Å] c [Å] V [Å3] α = β [◦] γ [◦]

5.4751(4) 13.415(2) 58.04(7) 90 120

integer valence states, which means that LSFO must have two di�erent iron valences,
namely Fe3+ and Fe4+. Fe+3.67 can then be written as

Fe+3.67 → 2

3
· Fe4+ +

1

3
· Fe3+.

This purely ionic model is reported by Battle et al. [90], for instance, and thus is assumed.
Below a temperature of 200K, the nominal Fe4+ disproportionates and the content of Fe4+

vanishes gradually. The disproportionation

2 · Fe4+ → Fe3+ + Fe5+
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occurs, which leads to

Fe+3.67 → 2

3
· Fe3+ +

1

3
· Fe5+.

Möÿbauer spectroscopy measurements at room temperature [90�92] and photoemission
spectroscopy measurements [93] con�rm the disproportionation of Fe4+. In addition, the
measurement was repeated with an in-house Möÿbauer setup as a diploma thesis project1,
and also showed that charge disproportionation takes place below 200K. The Fe5+ ion
size is small compared to Fe3+ and only appears under strongly oxidizing conditions [92].
Below 200K charge ordering of the disproportionated charges sets in, which is shown in

[111]

Fe3+Fe3+ Fe5+

c
5+

3+

(a) (b)

Figure 6.1: (a) Charge ordering of LSFO along the [111]-direction (red arrow) of the pseudo
cubic unit cell. The ordering vector for the charge ordered phase is ~qCO = (1/3, 1/3, 1/3). The
colored planes perpendicular to the [111]-direction indicate the position of the Fe3+ and Fe5+,
respectively. (b) depicts the charge and magnetic ordering in space group R3̄c projected onto
the (010) plane. The arrows show the di�erent spin states of Fe3+ and Fe5+. Adapted from [94].
Sketches are generated with VESTA [14].

Fig. 6.1. Upon further cooling the charge ordering gradually develops [91] in the [111] -
direction of the pseudo-cubic unit cell (a) or c direction of the parent space group R3̄c
(b). The sequence ...Fe3+Fe3+Fe5+Fe3+Fe3+Fe5+... sets in, and thus the ordering vector is
~qCO = (1/3, 1/3, 1/3) written in terms of the pseudo cubic unit cell [95]. The charge ordering
is accompanied by a Verwey Transition [95�97] which is a transition from a semicon-
ducting to an insulating state, and is originally known from Fe3O4 [26]. Fig. 6.2 shows a
typical resistivity measurement of polycrystalline LSFO during cooling the sample from
room temperature to 10K. It shows a resistivity change of eight orders of magnitude from

1The measurement was part of Thomas Breuer's diploma thesis from 2012. Measurement and data
evaluation was done by Dr. Benedikt Klobes.
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Figure 6.2: Resistivity measurement of polycrystalline LSFO. The measurement was performed
while cooling the sample from room temperature to 10K. Data taken from [96].

a semi-conducting to an insulating state with a signi�cant jump at TV. This transition
point is called Verwey temperature.
Furthermore, at 200K antiferromagnetic ordering sets in, whose transition temperature is
known as Neél temperature TN. According to Section 2.4, the coupling between di�erent
iron ions is mediated by an oxygen ion (superexchange or double exchange) in between
and is either antiferromagnetic or ferromagnetic [98]. The superexchange leads to an
antiferromagnetic interaction between homovalent iron ions, whereas the interaction for
the heterovalent case is dominated by the double exchange and is ferromagnetic.
The antiferromagnetic order is developed in the pseudo cubic [111] - direction as the
charge ordering and the ordering vector of it is ~qAF = (1/6, 1/6, 1/6) [94,95]. The spin order
sequence is ... ↑↓↓↓↑↑ ... and can be easily explained by considering the di�erent magnetic
interactions between the iron ions.
Under a cubic environment in crystal �eld theory (Sec. 2.2) the �vefold degenerate d-
orbitals split into a twofold degenerate eg and a threefold degenerate t2g orbital. As the
Hund's exchange energy is still dominating compared to the crystal �eld splitting, Fe3+

has the con�guration t32ge
2
g and Fe5+ has t32g. Besides the high-spin state, Fe3+ can also

exhibit a low-spin con�guration t52g, which sets in for high crystal �eld splitting energies.
In LSFO Fe3+ is in the high-spin state [92].
Mostly, charge ordering is caused by a competition between the Coulomb energy of local-
ized electrons and the kinetic energy of them as described by Mott and Friedman [99] for
Ti3O4, for instance. Mizokawa et al. [100] and McQueeney et al. [98] proposed that the
magnetic interactions in the LSFO system drive the charge ordering transition. Inelastic
neutron scattering on powder was performed by McQueeney et al. in order to determine
the ferromagnetic exchange coupling constant (JF) between Fe3+-Fe5+ pairs and the an-
tiferromagnetic exchange (JAF) between Fe3+-Fe3+ pairs. They found that the system
ful�lls the criterion ∣∣∣∣ JFJAF

∣∣∣∣ = 1.5 > 1

for charge ordering driven by magnetic interactions. They explain this behavior with
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an appreciable hole density on the oxygen sites, which screens the intersite Coulomb
interaction signi�cantly and only the magnetic exchange is stabilizing the charge ordering.
Powder measurements have the disadvantage that re�ections with same scattering angle
are overlain, which makes a distinction impossible. Further detailed investigations require
large single crystals for inelastic neutron scattering, which are not yet available. The
only single crystals which are available in very good quality are thin �lms, which are
single crystals stabilized by the substrate, but they are not suitable for inelastic neutron
scattering, because of the small expected signal due to its low mass.
In this work LSFO is further investigated in order to get information about the magnetic
di�use scattering close to TN. Magnetic di�use scattering is expected while going from the
disordered paramagnetic to the ordered antiferromagnetic state. For this purpose di�use
neutron scattering with xyz polarization analysis has been performed in order to separate
nuclear, magnetic, and spin incoherent scattering contributions, because magnetic di�use
scattering is weak and coexists with the usually stronger nuclear di�use scattering and
spin incoherent scattering.
According to Woodward et al. [101] it is likely that the oxygen environment of the small-
sized Fe5+ is distorted leading to a reduction of symmetry in the charge disproportionated
state, which is in contrast to the behavior explained in literature, where no structural
phase transition is reported. Woodward et al. focused on CaFeO3, which also undergoes
a charge disproportionation at 290K. The e�ect of Fe5+ is expected to be very small and
high-resolution neutron or X-ray di�raction is necessary in order to see very small distor-
tions. Nevertheless they were able to con�rm a small distortion of the Fe5+ environment
by X-ray scattering. A lowering of the space group symmetry from orthorhombic (space
group Pbnm) to monoclinic (space group P21/n) takes place. The observed changes in
structure are marginal, which makes a measurement extremely di�cult. Woodward et al.
spent a long beamtime at a synchrotron source to con�rm their assumption of a lowered
symmetry.
The same behavior is also expected for LSFO and leads to a systematical synchrotron
X-ray and neutron di�raction study to determine the structural in�uences of the charge
disproportionation.
Especially in recent years an increased interest in LSFO thin �lms could be observed in
literature. Sichel-Tissot et al. [102] showed that the charge ordering remains stable in
[111] direction of the pseudo-cubic unit cell for thin �lms grown on STO via MBE tech-
nique. Synchrotron radiation has been used by them in order to measure the (4/3 4/3 4/3)
charge ordering re�ection of two thin �lms with di�erent thickness and oxygen content.
The expected re�ection appears below TCO, and increases in intensity while further cool-
ing. Both thin �lms show the same ordering direction in spite of their di�erent oxygen
saturation levels. From this the authors followed that the charge ordering is very stable
and cannot be in�uenced easily.
A Verwey transition and a magnetoresistance e�ect are also measurable in LSFO thin
�lms [40, 97]. The in�uence of thickness [103] and stoichiometry [104] on the Verwey
transition has been systematically investigated recently by Minohara et al. and Xie,
respectively. Fig. 6.3 (a) shows the temperature dependence of the Verwey transition of
LSFO grown on a STO substrate with varying thickness. Above the critical thickness of
200Å a Verwey transition can be observed, but thicker layers exhibit a more pronounced
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Figure 6.3: (a) depicts the thickness dependence of the resistivity measured on a LSFO thin �lm
grown on STO. Reprinted from [103], with the permission of AIP publishing. Above the critical
thickness of 200Å a transition can be observed. In contrast (b) shows resistivity measurements
of La1−xSrxFeO3 grown on STO. Reprinted �gure with permission from [104]. Copyright (2014)
by the American Physical Society. A clear e�ect of the stoichiometry is visible, already a small
deviation from x = 0.65 leads to a smearing of the Verwey transition.

transition. This means that the jump at TV is signi�cantly larger. Furthermore, thin �lms
with low thickness are always insulating and do not show a Verwey transition.
In Fig. 6.3 (b) the in�uence of stoichiometry on the resistivity is depicted. The strontium
content x has also a strong in�uence on the behavior of the system regarding the semi-
conductor to insulator transition. Small deviations from x = 0.65 in�uence the transition
itself and the Verwey temperature TV, which is shifted to lower temperatures for the case
of an excess of strontium. Within the range 0.62 < x < 0.90 a clear Verwey transition can
be observed. For high strontium contents the thin �lm stays metallic or semiconducting,
whereas low x leads to insulating behavior over the measured temperature range.
It will be shown that getting the proper stoichiometry and good quality during developing
growth procedures of thin �lms is a challenge. The layers are sensitive to their growth
parameters especially regarding the correct stoichiometry and thickness. This has to be
taken into account seriously and is further discussed at a later time.

6.2 Powder study

A prerequisite, and treated initially, was the preparation of single phase LSFO powder,
but the main focus lies on the investigation of the crystalline structure, as well as the
magnetic properties. The size of a Fe5+ ion is small compared to the Fe3+ ions, and an
in�uence on the crystalline symmetry according to Woodward et al. [101], who found
a symmetry lowering due to Fe5+ ions in CaFeO3, is assumed. To prove the crystal
symmetry X-ray synchrotron and neutron powder measurements were performed at 11-
BM@APS and BT-1@NCNR via Mail-In sample measurement service. Di�use magnetic
scattering was investigated at DNS@MLZ.
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6.2.1 Sample preparation

The powder preparation process used for sample preparation is mainly adopted from
Park et al. [105] and from Thomas Breuer2. The aim of the optimization is to achieve a
stoichiometric and structurally single-phase powder.
To achieve this, the following solid state reaction

4 · SrCO3 + La2O3 + 3 · Fe2O3 + O2 ⇒ 6 · La1/3Sr2/3FeO3 + 4 · CO2 (6.2)

has been used. The process shown in Fig. 6.4 has been used to prepare single-phase
powder. Firstly, it is necessary

Weighing raw materials

Mixing and Grinding

Calcination

(1370K,50h)

R
ep
ea
t

Grinding

Sintering

(1570K,50h,O2)

Grinding

Pressing

Figure 6.4: Process steps for powder preparation. To prepare high quality powder several
calcination and sintering steps are necessary. The calcination took place under ambient pressure,
whereas the sintering was done under a continuous oxygen �ow.

to calculate the desired weight percent, which are listed in Tab. 6.2.

Table 6.2: Calculated molar masses and weight percent of the required starting materials.

Compound molar mass [u] mass [weight-%]

La2O3 325.809 23.35
SrCO3 147.629 42.32
Fe2O3 159.688 32.33

Before mixing the starting materials in a proper ratio it is necessary to dry the starting
materials to ensure the correct weight percent. Especially, La2O2 hydrogenates easily

2diploma thesis, 2011
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under air and has to be heated to 1170K under ambient conditions to initiate the chemical
reaction

2 · La(OH)3 ⇒ La2O3 + 3 · H2O.

To prevent the La2O3 from re-hydrogenation the weighing process has to be done at 470K.
All other compounds have been dried at 400K.
After weighing the starting materials precisely with regard to Tab. 6.2, the resulting
powder has to be mixed and ground for two hours in a ball mill. A subsequent 50 h
calcination process at 1370K in air at atmospheric pressure in an alumina crucible initiate
the solid state reaction 6.2. To ensure that the solid state reaction runs completely it
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Figure 6.5: (a) Measured X-ray powder data after each calcination step. For a better visibility
the data sets are shifted along the y-axis. The vertical markers indicate the theoretically calcu-
lated peak positions of the expected space group R3̄c. (b) A zoom on the (2-24) re�ection in
order to see the changes of each calcination step in detail.

is necessary to repeat the grinding and calcination process several times until further
treatment cannot improve the result. The di�ractometry data after each calcination
steps is shown in Fig. 6.5a. A zoom on a selected re�ection is shown in Fig. 6.5b. The
double re�ection means, that the powder after the calcination steps is not single phase,
and the structure does not �t to the expected symmetry. It was not possible to identify
the additional phase, but after the sintering the sample is single phase and no need for
further analysis was seen.
A signi�cant change between the �rst and second calcination step is present, which means
that the additional phase slowly vanishes. A further calcination step cannot improve the
result compared to the second step. Thus, two calcination steps are su�cient, but a third
step is recommended to ensure that the calcination was already completed.
A sintering step was done in order to get a single phase powder. It requires that the
powder is pressed to pellets to increase the density of the material, which supports the
solid state reaction, as di�usion between grains is signi�cantly more likely. The sintering
process was performed at 1570K for 50 h in a tube furnace while a continuous oxygen
�ow ensures oxygen saturation of the material.
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Figure 6.6: Powder XRD measurement at room temperature and the Le Bail �t (see section 3.4)
after sintering. The preparation process leads to a single phase crystalline powder with the
expected space group R3̄c. The parameters obtained from the �t are listed in the table. They
con�rm the goodness of the �t. The lattice parameters are also shown.

The sintered pellets were then pestled and grinded to get a homogeneous powder. The
room temperature measurement and the Le Bail �t done with Jana2006 [49] is shown
in Fig. 6.6. A single phase powder with the expected space group R3̄c was successfully
prepared. The goodness of �t and the R values, shown in the table in Fig. 6.6, are in
region of a few percent and the pro�le function �ts well to the measurement data.
In spite of con�rming the expected crystalline structure with its single phase a stoichiom-
etry analysis of the prepared powder was done. Two di�erent methods were used in order
to determine the amount of both, the metal or the oxygen atoms. The �rst has been done
with atomic emission spectroscopy (ICP-OES), the latter one with infrared absorption
spectroscopy (IAS). The chemical analysis was performed by ZEA-3:Analytics3. The rel-
ative error on the measurement is 20% for weight percent values lower 0.1%, and 3% for
values above 1%, whereas values between 0.1% and 3% exhibit an error of 10%.
Tab. 6.3 shows the results of the stoichiometry analysis. The stoichiometry can be con-
�rmed considering the measurement errors. Furthermore a tiny contamination is visible,
which probably arises from the powder preparation itself. The contamination sources are
the mortar, the ball mill, and the used crucible, for instance. But those contaminations
are very small, and in�uences are not expected to be signi�cant.

3Head of ZEA-3:Analytics and responsible person is Dr. Stephan Küppers.
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Table 6.3: The weight percent results are listed in (a). The measurement was performed
by ZCH-3:Analytics. Pt and Zr could be found as impurities which obviously arise from the
preparation process, but are small enough to be neglected. (b) shows the result calculated for
one chemical formula unit normalized to Fe.

(a)

Element weight-% Method

Fe 26.2(8) ICP-OES
La 21.7(7) ICP-OES
Sr 27.3(8) ICP-OES
O 22.8(1) IAS
Pt 0.16(2) ICP-OES
Zr 0.05(1) ICP-OES

(b)

Element Content

Fe 1
La 0.333(10)
Sr 0.664(30)
O 3.040(10)
Pt 0.0018(3)
Zr 0.0011(1)

6.2.2 Results

Speci�c Heat

Measuring the speci�c heat of the powder is important for the further characterization of
the powder. Phase transitions are accompanied by a change of the speci�c heat and this
helps to characterize the transitions properly or to �nd further phase transitions. First
one can introduce the heat capacity C, which is given by

C =
∂Q

∂T
,

where ∂Q is the heat change of the sample, dT the temperature change caused by the heat
change. Actually the sample environment plays a crucial role and one has to distinguish
between Cp and CV. Cp is the heat capacity under constant pressure, whereas CV is
measured under constant volume. For solid state materials one measures in principle Cp,
because of the thermal expansion of the sample. But the volume change is rather small,
and one can assume

Cp ≈ CV

in good approximation. Thus, the intrinsic energy of the system is

dU = δQ+ δW = δQ,

with dV = 0→ ∂W = 0. Expressed with the free energy one gets

Cp =
∂Q

∂T

∣∣∣∣
p

=
dU

dT
= −T d

2G

dT 2
.

A �rst order transition, which is expected for the underlying system, exhibits a discontin-
uous �rst-order change of the free energy G. This means that the second-order derivative,
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the heat capacity, shows a pole. Thus, a signi�cant peak nearby the phase transition
is expected and is connected to latent heat. From the measured heat capacity one can
calculate the speci�c heat by normalizing to the sample mass.
The PPMS instrument has been used, whose introduction is given in section 5.2.5. A
reliable sample measurement requires a perfect heat contact to the measurement platform.
Here a fragment of a sintered pellet and powder were used, where only a poor heat
contact could be achieved. Thus, the measurement data is damped, and the peak is
not as pronounced as expected. The purpose of the speci�c heat characterization was to
measure the whole temperature range from 5 to 300K to ensure that there are no further
then the expected magnetic and electronic phase transitions.
Both, powder or fragment, were �xed on the sample platform with ApiezonR© N grease.
Quantum design recommends using the N grease for temperatures below 200K, because
for temperatures above 215K the grease starts to melt which gives an additional signal.
With a pure grease measurement before adding the sample one tries to eliminate this
contribution. A small signal always remains in the measurement data, and thus this
range is not as reliable as desired. The H grease, which is usually recommended for
temperatures above 200K could not be used, because it was not possible to �x the sample
tightly, especially for low temperatures, where the grease becomes hard and in�exible.
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Figure 6.7: Speci�c heat of 1mg LSFO. For temperatures above 215K, the used ApiezonR© N
grease in�uenced the measurement. At 201.7(1)K a clear peak is visible, which is typical for a
�rst order phase transition.

Fig. 6.7 shows a speci�c heat measurement of 1mg LSFO powder. At 201.7(1)K a pole
can be seen, which is characteristic for a �rst order phase transition. Between 215K and
250K the contribution of the used N grease is visible as mentioned. The measurement
shows that no further peaks are visible leading to the conclusion that no further transitions
like structural transitions appear between 10K and 250K. The dotted line in Fig. 6.7 is the
value of the Dulong-Petit law c = 3R ·Mi

Ni
, where R is the gas constant,Mi the molar mass,

and Ni the number of atoms within one crystallographic unit cell. It is an upper limit for
the phononic speci�c heat contribution, but does not consider the electron contributions
like magnetization or conduction. One can see that the speci�c heat tends to approach
the Dulong-Petit-law except in the peak region, and the di�erence between measurement
and Dulong-Petit limit at high temperature is attributed to the incorrect determination of
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the mass and the e�ects of the used grease. Furthermore the heat transport, especially in
the pellet, is bad due to the grainy structure. As a consequence a quantitative evaluation
is not meaningful, but also not necessary for the required purpose.
It could be shown that the LSFO powder shows a clear �rst order phase transition at
201.7(1)K. According to Battle et al. [90] oxygen de�ciencies lead to a decrease of the
transition temperature, and the transition temperature for a saturated sample is ≈ 200K.
However, this is in agreement with the characterized samples, and oxygen saturation has
been reached. There are no hints for further phase transition between 10K and 200K in
the speci�c heat data.

Resistivity

The Verwey transition in LSFO has been measured with the PPMS system using the re-
sistivity option with a 4-wire method. A sketch of the measurement principle is depicted
in Fig. 6.8. As the determination of the resistivity cannot be performed on powder, a
box shaped piece of sintered powder pellet was used. The dimensions of the sample
are 2.5 × 4.5 × 1.5mm3. The derivatives d log ρr

dT
and d2 log ρr

dT 2 were used in order to deter-
mine the transition temperatures, because on a log scale the transition is more clearly.

I+I−

U−U+µ0H

Figure 6.8: 4-wire measurement prin-
ciple for determination of the resistiv-
ity of the sample. The measurement
has been performed with the PPMS.
The dimension of the measured sam-
ple is 2.5× 4.5× 1.5mm3.

Fig. 6.9a shows a resistivity measurement taken dur-
ing cooling and warming of the sample. As common
for �rst order phase transitions a thermal hystere-
sis is expected as con�rmed for LSFO thin �lms by
Ueno et al. [97]. It can be clearly seen that the tran-
sition temperature for both measurements varies
signi�cantly. The transition temperatures can be
determined as 197(1)K and 203(1)K for cooling and
warming, respectively. The thermal hysteresis is
normal for �rst order transition, but possibly the
measurement error on the transition temperature
is large. As the sample mass (74mg) and dimen-
sions are rather large, an equilibrium state could be
missed and the sample temperature did not corre-
late to the measured temperature due to poor ther-
mal contact and poor heat transport between the

grains inside the sample. The chosen sample was the smallest possible with respect to
placing electrical contacts properly.
As a sintered sample was used for the resistivity characterization intergranular e�ects in-
�uence the measurements, because hopping processes between micrograins in the sintered
and disordered powder might increase the resistivity signi�cantly [106]. Furthermore wa-
ter, which can be di�used into the sample, in�uences the sample measurement. It freezes
upon cooling and can change the grain distances and orientations, which would explain
the slightly increased resistivity in the warming curve. This was measured after the cool-
ing curve. Both transitions are not as abrupt as shown in Fig. 6.2 [96]. The jump reported
by Ma [96] is ten times larger than observed here and the room temperature resistivity
is two orders of magnitude lower. This could also be attributed to the porous and grainy
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Figure 6.9: (a) shows two resistivity measurements. The red is measured during cooling,
whereas the blue was measured during warming (b) depicts the �t to the measured data of the
non-adiabatic polaron model for T > TV. The colored arrows point to the determined transition
temperatures.

structure of the sintered powder with the same reason as mentioned above. Neverthe-
less the transition temperature while warming corresponds to the transition temperature
determined with the speci�c heat measurement.
It has been shown earlier that the desired stoichiometry, as well as the structure, could
be con�rmed. These reasons for changing the shape of the transition can be excluded.
Nevertheless the measurement shown by Ma [96] shows the same resistivity change over
6.5 orders of magnitude within 300K and 20K. This encourages the assumption that
micrograins in the porous material in�uence the resistivity measurement, which leads to
a reduced change at the transition, and an increased absolute resistivity value. However,
the relative change in resistivity stays the same.
The mechanism of conduction is attributed to a non-adiabatic small polaron model
(Sec. 2.6) in which the temperature dependence of the resistivity has the form

ρr = ρr0T
3/2 exp

(
WH

kBT

)
,

where WH is the activation enery of the small polaron, and T the temperature. kB is
the Boltzmann constant. A variable-range hopping conductivity model in granular media
was faulted after consideration of the thin �lm results, which show the same resistivity
behavior, but for single crystalline samples. Fig. 6.9b shows the cooling and warming
measurement data in a lnρr/T 3/2-1000/T plot with the �t for determination of the acti-
vation energy of the small polaron. For both, cooling and warming, the activation energy
WH can be calculated as 0.082(1) eV and 0.084(1) eV from the �tting parameter. At the
transition temperature, marked with colored arrows, the conduction mechanism changes
to a di�erent behavior. This will be discussed in detail in section 6.3, where the conductiv-
ity behavior of �lms is discussed. The change in the underlying conductivity mechanism
could be addressed to the set in of the charge and antiferromagnetic ordering, which
reduces the hopping probability for electrons and leads to an highly insulating state.
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Magnetic properties

For the purpose of the magnetic characterization with the MPMS, the powder was �lled
into a small plastic capsule, which was then �xed in a drinking straw. Fig. 6.10a shows
a magnetization measurement during warming and cooling in an applied �eld of 7mT.
The measurement data shows a signi�cant thermal hysteresis, which is common for �rst
order transitions. The transition temperatures are 197.8(5)K and 204.7(5)K for cooling
and warming, respectively. This is in good agreement with the resistivity determined in
the last part.
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Figure 6.10: (a) shows a set of magnetization measurements. The blue curve has been measured
during �eld-cooling (FCC) in 7mT. After �eld-cooling in 7mT the red curve was measured
during �eld-warming (FCW) in the same �eld. A thermal hysteresis is present with transition
temperature 197.8(5)K and 204.7(5)K, respectively. (b) is measured with an applied �eld while
warming after zero-�eld cooling (ZFC-FW).

Below 150K an increase of the magnetization can be observed, which is an indication of a
structure with a ferromagnetic component or spin canting. Potentially, the charge order
is not completely developed yet, which leads to a metallic behavior with double exchange
interaction in parts of the sample. Thus, the ferromagnetic ordering is stabilized as a
consequence of the applied external magnetic �eld. The measurement during warming
after zero-�eld cooling does not show this behavior (Fig. 6.10b). Without an applied
�eld the spins are mostly aligned antiferromagnetically and are frozen, and cannot be
in�uenced by the magnetic �eld easily.
At 50K the magnetization shows an additional step, but an additional phase transition
can be excluded according to the speci�c heat measurements. It does not show any
further transitions between 10K and 200K. Supposably, the spins are canted due to the
distorted perovskite structure. Below 50K the canting becomes reduced and a decreasing
magnetization can be observed. The FCW measurement does not show this behavior,
which is a consequence of frozen spins, which cannot be in�uenced by an applied �eld.
Close to the phase transition both the FCC and FCW measurements become equal.
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A Curie-Weiÿ behavior

χ =
C

T + TN
,

with Curie constant C, and the Neél temperature TN, cannot be seen above the phase
transition within the measured temperature range. This means that the magnetization is
not purely paramagnetic and short range correlation are still present, even at temperatures
far above TN. To reach the Curie-Weiÿ behavior it is necessary to measure at higher
temperatures. Firstly, the MPMS does not allow higher temperatures. Secondly, and
more crucial, heating of the powder leads to a loss of oxygen. Oxygen de�ciencies highly
in�uence the magnetic and electronic properties which was proposed in [91], for instance.
In addition, an oxygen loss was evidenced by Thomas Breuer with thermogravimetry
during a former diploma thesis project. The change of the magnetic properties changes
the state of the system during the measurement and the result is not meaningful any
more.
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Figure 6.11: M − H− measurements at di�erent temperatures after zero-�eld cooling. (a)

shows a measurement right above (204K) and below (194K) the phase transition. (b) shows
a measurement at 50K for high magnetic �elds, but saturation of the magnetization cannot be
reached.

Fig. 6.11 shows M −H -measurements at di�erent temperatures. Fig. 6.11a compares a
measurement below and above the transition temperature. The measurement below the
phase transition shows a signi�cant hysteretic behavior. As discussed, the sample is not a
simple antiferromagnet. It either exhibits a weakly canted antiferromagentic ordering or a
second magnetic phase with e.g. metallic double-exchange behavior or both. The coercive
�eld is µ0Hc = 0.2524T and the remanence is M = 0.068Am2 · kg−1. The low remanence
shows that the possible canting is likely unstable, but dominates the measurement under
an applied �eld. At the transition temperature the measurement shows an almost closed
loop and a purely paramagnetic behavior sets in as expected. The M −H -measurements
correlate with the phase transition, which veri�es that the additional magnetization is
part of the antiferromagnetic phase and probably caused by spin canting. A parasitic
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ferromagnetic phase was reported by Park et al. [105]. They attributed the spontaneous
magnetization to oxygen de�ciencies.
Fig. 6.11b shows a further measurement covering the maximum magnetic �eld range. The
magnetic �eld of 7T, which is the maximum �eld provided by the MPMS, is not su�cient
to saturate the sample. This shows that the antiferromagnetic ordering is very stable,
and a very high magnetic �eld is necessary to align all spins in �eld direction.
Whereas MPMS measurements provide the magnetization averaged over the whole sam-
ple, measurements with neutrons give access to the microscopic magnetic structure. An
experiment at DNS at MLZ [83] has been done in order to determine the temperature
dependent magnetic properties. The main advantage of this instrument is the xyz-
polarization analysis, which enables one to separate the nuclear coherent, the magnetic,
and the nuclear spin incoherent contributions from the scattering signal as introduced in
Section 5.3.2. This separation is necessary to analyze pure magnetic di�use scattering
and the temperature dependency of the sublattice magnetization.
The separation has been performed with �dnsplot� which is part of the program �plotscript�
[107]. The program considers standard measurements to do a �ipping ratio correction and
background substraction as well as corrections of the detector e�ciency. The standard
samples are a NiCr alloy which is an isotope incoherent scatterer. It is suitable for the
�ipping ratio correction by comparing spin-�ip and non-spin-�ip channels, whose ratio is
known. However, for a wavelength of 3.3Å NiCr is no more a purely incoherent scatterer,
which in�uences the corrections as discussed later on. Vanadium as a spin incoherent
scatterer produces isotropic scattering and is used to do a detector e�ciency correction.
These necessary standard measurements were done before introducing the sample to the
sample environment.
In order to calculate the di�erential cross section from the scattering data the method
of self-normalization with the sample's spin incoherent scattering contribution has been
used. With the incoherent scattering cross sections of each element taken from [108], the
total incoherent cross section for one LSFO formula unit can be calculated to σincLSFO =
0.8167 barn. The di�erential cross section is then determined by

dσ

dΩmag
=
Imag
IInc
· σ

inc
LSFO

4π
, (6.3)

where Imag is the separated magnetic intensity and Iinc the spin incoherent scattering
intensity [53]. The self-normalization is very useful, because it additionally cancels out
the sample mass and the related number of unit cells, respectively. Furthermore it is
independent on the irradiated sample area, and it cancels out the in�uences of a varying
incoming neutron beam �ux which impinges on the sample. Eq. 6.3 can also be written
with Inuc instead of Imag in order to get the di�erential cross section for the nuclear
coherent scattering.
Fig. 6.12 depicts a 5K measurements with separated spin incoherent, nuclear coherent,
and magnetic contribution. The measurement was performed with a neutron wavelength
of 3.3Å. According to Kirill Nemkovskiy (personal communication) not all appearing
re�ections are reliable. For Q values below 0.5Å−1 the measured intensity is strongly in-
�uenced by a shadowing e�ect from the beamstop, which a�ects the shape and intensity
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Figure 6.12: DNS measurement performed at 5K without self-normalization. Separation of
the di�erent contributions has been done with dnsplot. Additionally, the two labeled re�ections
are Al (111) and (200). Aluminium has been used as sample holder and sample environment.

of the re�ection signi�cantly. Furthermore at around 3.25Å−1 a deep in the spin incoher-
ent contribution indicates a problem with the separation analyis. This re�ection was then
also omitted for the re�nement. For a wavelength of 3.3Å, which enables the investigation
of a large Q range, the NiCr reference sample is no longer a purely incoherent scatterer
and produces an additional re�ection at 3.05Å−1. Under consideration of the mentioned
limitations of reliability only the range 0.5 < Q < 2.5Å−1 was used for the re�nement of
the data. This also limits the reliability of the Rietveld re�nement as will be seen later.
However, the DNS experiment was planned in order to investigate di�use scattering, and
to measure the sublattice magnetization over a large temperature range.
Except of the deep at around 3.25Å−1 the spin incoherent scattering is constant over the
whole Q range, and can be easily used in order to get absolute values with eq. 6.3. The
arrows in Fig. 6.12 point to re�ections, which are caused by the aluminium sample holder,
and can be identi�ed as (111) and (200), respectively.
A zoom on the magnetic re�ections with their temperature dependency is depicted in
Fig. 6.13. With an intensity integration for each re�ection within 1.27 < Q < 2.42Å one
gets the sublattice magnetization as shown in Fig. 6.14. The transition temperature TN
can be determined as 203(1)K, which is in agreement with the transition temperature
measured with the MPMS. In consideration of the speci�c heat data, which shows a sig-
ni�cant peak at the transition temperature, the magnetic transition can be identi�ed as a
�rst order transition. It is also supported by the macroscopic magnetization, which shows
a thermal hysteresis for heating and cooling, and an abrupt change of the magnetic order
parameter at TN, which is also characteristic for �rst order transitions. However, from
the sublattice magnetization shown in Fig. 6.14 it is not clear. Due to problems with the
scaling factor of the magnetic data with regard to the nuclear one, as discussed later, the
sublattice magnetization is normalized and not given in absolute values. Additional tem-
perature steps, especially below TN, would be necessary to distinguish between �rst order
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Figure 6.13: Temperature dependency of the di�erential magnetic cross section. The higher
order re�ections are not shown for a better clarity. The measurement was performed upon
warming after cooling to 5K.
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Figure 6.14: The temperature dependency of the sublattice magnetization, which is de�ned
as the square root of the magnetic scattering cross section, is given. It has been determined by
intensity integration of the re�ections within 1.27 < Q < 2.42Å. For the integration a background
subtraction was done. The measurement was performed while warming from 5K to 250K. A
smoothed curve is shown as a guide to the eye.

or second order transition in this case. In addition, it can be seen that the intensity does
not drop to zero above the transition. Short range correlations which persist above TN,
can be a reason for the non-vanishing scattering intensity. To prove this, measurements
at higher temperatures have to be performed.
Reaching TN the antiferromagnetic long-range ordering (LRO) breaks down apruptly for
a �rst order transition and the magnetic correlation length is then in�nitesimal. For
T < TN one sees the �uctuations accompanying LRO, which is not in saturation. For
T > TN one sees regions of short range ordering (SRO) building up as a precursor of the
LRO state. Besides the �uctuations, the SRO with a reduced magnetic correlation length
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also gives rise to magnetic di�use scattering. Thus, these reasons lead to a broadening of
the re�ections close to the phase transition, but can also persist for temperature far away
from the transition as seen in Fig. 6.14.
Considering the 203K measurement, which is the phase transition temperature, no peak
broadening can be found, but an increased constant background. It is supposed that the
broadening of the re�ections is large, and the intensity is equally distributed over the
whole Q range. The di�use scattering, indicated by an increase of the intensity over the
whole Q range persists at least up to 250K. The MPMS data clearly showed a transition
around 200K. However, even at 250K a behavior according to the Curie-Weiss law is not
measurable (measurement shown in Fig. 6.10). This indicates that the magnetic behavior
is not purely paramagnetic and short range correlations still exist. That a clear peak
broadening cannot be quanti�ed can be related to the instrument itself. The polarization
analysers have a diminishing transition (sensitivity) for higher energies. Therefore it is
likely that one does not integrate over the relevant �uctuation spectrum. Thus, only a
small part of the di�use scattering becomes visible. This is broad in Q,E-space for the
underlying �rst order transition, where the susceptibility χ does not diverge.

LSFO crystallizes in space group R3̄c. The antiferromagnetic unit cell has a reduced
symmetry. Under consideration of the expected magnetic ordering propagation vector
along the c-axis and the magnetic moments aligned in the a − b - plane, the magnetic
subgroup can be determined as P1̄ [109, 110]. The re�nement takes the nuclear unit
cell parameter into account and reduces the symmetry to accommodate the magnetic
moments following that the magnetic space group exhibits only one inversion center, which
is centered in the unit cell. The magnetic data of the 5K measurement was used in order
to determine the magnetic structure. Fig. 6.15 shows the magnetic data and the Rietveld
re�nement done with Jana2006 [49]. The re�nement only considers 0.5 < Q < 2.5Å−1

as discussed above, but the whole Q range is shown for the sake of completeness. The
re�nement of the magnetic data uses the pro�le scale factor gained from the re�nement
of the nuclear data and was kept constant during re�nement of the magnetic data (all
re�nement parameters are listed in Appendix D.2). The unit cell parameters could be
determined as a = b = 5.4911(86)Å and c = 13.5068(152)Å, which is in agreement
with the nuclear structure parameters. The re�nement ended up with Rw = 0.08% and
Rw,pro�le = 7.92%. From this re�nement the magnetic ordering parallel or antiparallel to
the a or b direction can be seen. However, the re�nement converged for magnetic moments,
which are lower than expected from literature (Fe5+: 2.72(6)µB; Fe3+: 3.61(3)µB [94]),
and from the BT-1 measurements as shown in the next section. Each Fe5+ ion carries a
magnetic moment of M1 = 1.732(34)µB, and each Fe3+ ion M2 = 1.344(23)µB. During
data re�nement it could be seen, that the pro�le scale factor does not hold for nuclear
and magnetic data, but the problem is not related to the separation analysis. This was
checked by creating and analyzing an unpolarized data set by building a sum of all spin-�ip
and non-spin-�ip channels. An obvious discrepancy was evident. In consideration of the
problem with NiCr and the short wavelength of 3.3Å, which in�uences the �ipping ratio
correction, a 4.5Å measurement was also analyzed, but was limited to 5K and large angle
increments. The data and re�nement are shown in Fig. D.1 in the appendix, where all
re�nement parameters can be found. From this Rietveld re�nement a = b = 5.402(29)Å
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Figure 6.15: Neutron powder di�raction and Rietveld re�nement measured at 5K. The intensity
and peak shape of the �rst re�ection at 0.5Å−1 is in�uenced by the beam block and thus not
considered during re�nement. Additionally, the re�ections above 2.5Å−1 are also not reliable, as
discussed, and were not considered for the re�nement as well. The used magnetic space group
is P1̄. The vertical lines indicate the position of calculated peaks, but for some of them the
modeled intensity is zero.

and c = 13.194(102)Å followed. The longer wavelength shortened the available Q space
and less nuclear and magnetic re�ections are observable. Nevertheless the re�nement gave
M1 = 3.12(43)µB and M2 = 4.26(22)µB. Anyhow, the values are higher than expected,
but exhibit large errorbars caused by the large increments of the measurements, which
limits the peak shape determination. That the 4.5Å measurement is close to the expected
values, there is obviously a problem with the short wavelength of 3.3Å, which could not
be identi�ed. To locate the problem, measurements with longer wavelength have to be
performed over the whole accessible temperature range.

High-resolution atomic and magnetic structure determination

The DNS experiment with its advantage of a xyz polarization analysis has a rather long
wavelength and only covers a small Q range, whereas the following experiments exhibit
very high resolution and cover a large Q range simultaneously. This is necessary, because
the assumed small deviations from the room-temperature space group R3̄c appear at high
Q values. X-ray synchrotron radiation has also been used in order to get evidence of the
charge ordering in the system. Based on the parent space group R3̄c, the subgroups R3̄
and P1̄ are a possibility as both space groups can accomodate two di�erent iron sites,
each with a di�erent symmetry.
The synchrotron X-ray measurement was performed at the 11-BM beamline at APS via
Mail-In sample service. This service provides fast access to a synchrotron powder di�rac-
tometry experiment, but the sample environment options like cryostat or magnet are
limited. Thus, the lowest accessible temperature is 100K. Additionally, the measure-
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ment time is limited to one hour per temperature step. The accessible temperature range
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Figure 6.16: 100K powder X-ray di�ractometry measurement performed on 11-BM @ APS.
(a) gives an overview and includes the Rietveld re�nement data. The di�erence of data and
simulation is also depicted, but shifted by -0.3. The symmetry space group is R3̄c. (b) is a
zoom in on the region around the (21̄0) and (104) re�ection. Re�nement parameters are listed
in Appendix D.2.

was between 100K and room temperature in steps of 20K, which did not allow probing
the phase transition at 200K thoroughly. The used wavelength was 0.41418(1)Å, which
allows one to measure a large Q range up to 13Å−1. The powder was measured in a
Kapton R© tube with an inner diameter of 0.8mm, which is necessary to keep the absorp-
tion of the beam as low as possible. Fig. 6.16a shows a measurement performed at 100K
including the Rietveld re�nement and the di�erence between measurement and re�ned
pro�le. The parameters of the �gure of merit are shown in Tab 6.4. The weighted R
value of the pro�le function is 13.40%, which means, that the agreement between pro�le
function and the measured data is poor. Fig. 6.16b, which depicts a detailed view on
the (21̄0) and (104) re�ections, respectively, shows a deviation in detail. The intensity of
both re�ections is not modeled correctly, whereas the peak positions �t to the calculated
ones. Several approaches were used to describe the data and to get rid of the di�erences.

Table 6.4: Model and pro�le R values from re�nement. Explanation of these values is given in
section 3.4. Further re�nement parameters are listed in Appendix D.2.

R [%] Rw [%]

Model 3.37 5.32
Pro�le 10.61 13.40

A Pseudo-Voigt function was used, which includes the broadening of re�ections, and the
resolution of the experiment as well.
The �anks of the re�ection appear broadened in the measured data and an anisotropic
strain broadening [111] was considered, but could not improve the pro�le function's R
value.
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Figure 6.17: Subgroup graph under
the assumption, that the number of
chemical formula units per unit cell
stays constant. Data taken from [109].

The broadened �anks can also be caused by addi-
tional re�ections, which are not described with the
assumed model. Reducing the crystal symmetry
leads to an increased number of re�ections in the
di�ractometry pattern, which are not present in the
originally assumed high symmetry space group R3̄c,
and can possibly change the pro�le to �t to the mea-
surement. Under assumption of a constant number
of chemical formula units per unit cell one has to
consider several subgroups as shown in Fig. 6.17.
This subgroup graph was created with [109] and de-
scribes the successive reduction of symmetry from
the highest symmetry space group R3̄c to the low-
est considered symmetry P1̄, which only contains an
inversion centre. Removing the c glide plane leads
to R3̄, and a further loss of the 3-fold rotoinversion

axis ends in the lowest symmetry P1̄. Both space groups exhibit two distinct iron sites,
and are candidates for the re�nement. Other assumed symmetry changes concern the
Bravais type, which can change from a rhombohedral to a primitive or C centered lattice.
To test the shown space groups Jana2006 [49] has been used and it was found that a lower
symmetry is not obvious in the data. The additional re�ections for the lower symmetry
case appeared in regions, where no intensity was measured and did not help to improve
the pro�le matching.
Changing the atomic displacement parameter from isotropic to anisotropic does not im-
prove the pro�le function as well. The vibrational movements of the atoms are not
restricted to distinct crystal directions and seem to be isotropic.
A preferred orientation of the crystallites in the Kapton R© tube, which was used for the
measurement as explained, was found to be most likely the reason for the problems with
the pro�le function. It is known that crystals break along preferred orientations during
pestling, for instance. The very small Kapton R© tube helps to orient these crystallites in a
non-randomized way, because of its small inner diameter and long length of several cen-
timeters. The re�nement considers a preferred orientation along the (21̄0) re�ections and
all equivalent ones, for instance. It seems that a preferred orientation of the crystallites
causes a disagreement of the pro�le function. Introducing such preferred orientation to the
re�nement leads to better result, but is still not in good agreement with the experimental
data. It was not possible to determine the proper orientation, and in all likelihood, more
than one preferred orientation has to be considered. The problem of the pro�le function is
still not identi�ed. The 11-BM measurement can con�rm the assumed space group R3̄c,
but cannot give any new results concerning a distortion caused by the small-sized Fe5+

ions. The expected results are very small, because the distortion of the oxygen environ-
ment is only hardly measurable with X-rays and the beamtime was not long enough with
respect to Woodward et al. [101]. In order to see the in�uences of the Fe5+ on the oxygen
octahedron, which would lead to a symmetry reduction, a long synchrotron measurement
should be planned. Furthermore the problem of the preferred orientation of crystallites
has to be avoided somehow.
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Apart from the pro�le function problems, the 11-BM measurement provides a precise de-
termination of the temperature dependent lattice parameters gained from Le Bail pro�le
matching shown in Fig. 6.18. The lattice parameters a, b and c shrink during cooling.
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Figure 6.18: Temperature dependence of the lattice parameter measured with 11-BM.

Around the phase transition temperature the lattice parameters remain constant as ex-
pected, because energy is used to develop the charge and magnetic ordering. More precise
measurements with smaller temperature steps and larger temperature range are necessary
to probe the temperature dependence around the transition in detail. However, it cannot
be provided by the Mail-In sample service.
LSFO undergoes a charge ordering transition which is created by a Fe3+ and Fe5+ ordering
along the pseudo-cubic [111] direction. The contrast between both ions in a X-ray exper-
iment is only caused by two electrons, and thus rather weak, but can be measured with a
high resolution synchrotron di�raction experiment. The charge ordering is Fe3+Fe3+Fe5+,
which corresponds to a triplication of the nuclear pseudo-cubic unit cell and leads to
re�ection with the notation (n

3
n
3
n
3
) with respect to the nuclear unit cell.

Fig. 6.19 shows the charge ordering (2
3

2
3

2
3
) re�ection. The signal obtained during the

experiment is very weak, but a clear temperature dependence can be seen. For temper-
atures below the transition temperature, an increased intensity can be observed, which
is attributed to the occurrence of charge ordering. The 100K temperature shows the
most pronounced change in intensity, which is in agreement with the statement that the
charge ordering develops gradually while cooling. This leads to decreased FWHM of the
re�ection. On the other expected positions with n = 1, 4 this weak behavior can also
be found. At n = 3 the charge ordering re�ections coincides with the nuclear re�ection,
which is much stronger. The signal is quite small compared to the structural re�ections.
It is only about 0.01% of the (21̄0) re�ection, and lies marginally above the background.
Thus a consideration of the charge ordering in the re�nement program was not possible.
Nevertheless, the charge ordering is visible in the data, although very weak and it �ts to
the expected calculated positions within the measurement errors. To improve the data
one has to perform a longer measurement in order to achieve more statistics around the
charge ordering re�ections to clearly separate the re�ections from the background. Sec-
ondly, a measurement at lower temperatures is helpful, because the charge ordering is
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3) charge ordering re�ection. A clear di�erence can be seen for the measure-

ment above compared to below the charge ordering transition.

then completely developed and thermal in�uences are minimized.

High-resolution neutron powder di�ractometry performed at BT-1 at NCNR via Mail-In
sample service was used in order to achieve a precise nuclear structure determination and
to con�rm the magnetic structure with regard to the DNS measurement shown earlier.
The experiment used a Ge (733) monochromator, which provides a wavelength of 1.197Å.
This kind of monochromator enables a higher resolution for higher Q values, but reduces
the number of incoming neutrons by a factor of 10 and the resolution for low scattering
angles. The increased resolution was thought to be helpful in order to see small distortions
of the oxygen octahedron, which become visible at high scattering angles. The formfactor
for neutrons scattered at the nuclei is constant over the whole Q range, whereas the
magnetic formfactor is strongly dependent on Q and decreases rapidly. Thus, the low
Q range data contains both the magnetic and the nuclear re�ections, the high Q data
contains only structural information.
Fig. 6.20 shows a measurement at 300K, which is well above the transition temperature
at about 200K, and a measurement at 5K. The latter temperature is far away from
the transition temperature, and it can be assumed that the charge disproportionation as
well as the antiferromagnetic ordering is fully developed. The �gure has also included
the pro�le functions from the re�nement done with Jana2006 [49]. The plots below zero
correspond to the di�erence between pro�le function and measured data. The R values
are listed in Tab. 6.5, and con�rm the crystal structure with space group R3̄c of the 300K
measurement.
The low temperature measurement at 5K exhibit additional re�ections, which can be
attributed to the antiferromagnetic ordering. A di�erence plot of the 300K and 5K
measurement within a small Q range is depicted in Fig. 6.21 to show the most signi�cant
magnetic re�ections. As the form factor for magnetic scattering decays with increasing Q
the magnetic re�ections become invisible for high Q. Assuming a magnetic propagation
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Figure 6.20: Neutron powder di�ractometry measurements and Rietveld re�nements at 300K
and 5K. The 5K measurement is shifted by 0.25 along the intensity axis. At -0.2 and -0.1 the
di�erence between measurement and re�nement is plotted. At 5K clear additional re�ections
can be observed and are attributed to the magnetic scattering. The R values of the re�nements
can be seen in Tab. 6.5, further re�nement parameters are listed in Appendix D.2.
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Figure 6.21: The di�erence between 300K and 5K measurement. The peaks with negative
intensity are uncompensated nuclear re�ections due to a shrinking of the crystal lattice upon
cooling.

vector parallel to the [001] - direction of the hexagonal unit cell (or [111] - direction
of the pseudo cubic unit cell) and an alignment of the magnetic spins in the a − b -
plane, a re�nement in the magnetic space group P1̄ provides the lowest R values and
the best agreement between measurement and re�nement has also been shown in the
DNS part. The lattice parameter for the magnetic phase at 5K can be then given as
a = b = 5.4762(7)Å and c = 13.3598(26)Å and is in agreement with results gained from
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the DNS experiment.
As introduced earlier the antiferromagnetic ordering is ... ↑↑↓↓↓↑ ..., which corresponds
to Fe5+Fe3+Fe3+Fe5+Fe3+Fe3+. The re�nement gives the magnetic moments for Fe5+ and
Fe3+ as 2.51(36)µB and 3.53(23)µB per unit cell, respectively, which is in agreement with
the magnetic moments obtained from Battle et al. [94]. However, one has to mention,
that this solution is not unambiguous, because the re�nement also converged for equal
magnetic moments for both iron ions with a slightly higher R value. A clear sign for
di�erent iron ions and ordering of these cannot be con�rmed reliably from this neutron
data.

Table 6.5: 300K and 5K model and pro�le R values from re�nement done with Jana2006 [49].

300K R [%] Rw [%]

Model 2.50 3.83
Pro�le 4.91 6.28

5K R [%] Rw [%]

Model 3.87 6.22
Pro�le 6.60 7.92
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Figure 6.22: Zoom on a small Q-range to illustrate problems of the calculated pro�le function.
The vertical lines show the positions of calculated re�ections.

Fig. 6.22 shows a zoom on a selected peak as an example, that both the re�nement and the
data show a di�erence in intensity. Especially, the shape of the re�ections is not modeled
properly, but peak positions are calculated correctly. The two re�ections appearing in
the �ank of the shown re�ection cannot describe the measured intensity. A systematic
that re�ections of a certain type deviate could not be identi�ed. However, over the whole
di�ractometry measurement range no additional re�ections appear which could not be
indexed. Neither a lowering of the symmetry nor introducing an additional impurity
phase could improve the pro�le function signi�cantly. Further e�orts are necessary to
investigate the structure thoroughly and to identify the reasons for the features found
during both, sychrotron and neutron analyis.
Apart from discussion explained above, the resolution of the experiment can also play a
role, because it is not constant over the whole Q range and is probably overestimated for
the low Q region and underestimated for the high Q region.
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6.2.3 Conclusion

Stoichiometric single phase LSFO powder was prepared successfully via a solid state reac-
tion. In-house experiments con�rm the Verwey transition and paramagnetic to antiferro-
magnetic transition. The speci�c heat measurement could be used to exclude additional
structural transitions while cooling to the low temperature phase.

The DNS measurement showed the temperature dependence of the sublattice magnetiza-
tion, whose transition temperature is in good agreement with the in-house magnetometry
measurements. The magnetic transition is identi�ed as a �rst order transition. Origi-
nally, the DNS experiment was intended to measure the magnetic di�use scattering while
passing the magnetic phase transition temperature. The measurements do not show large
contributions of di�use scattering except close to and above the phase transition, where
an overall increase of the background was found. The broad or vanishing di�use scattering
contribution can be most likely related to the experiment itself. The integral measurement
of DNS can only be evaluated properly in the so-called quasistatic approximation. This
is only justi�ed, if integration of the entire �uctuation spectrum can be achieved. On one
side of the energy spectrum this is limited by the Bose-factor, whereas on the other side
it is limited by the initial neutron energy. However, experimental factors like analyser
transmission and energy dependent detector e�ciency also play a crucial role.

One objective of this thesis was the high-resolution determination of the atomic and mag-
netic structure, where both synchrotron X-ray and neutron scattering was used. The
synchrotron experiment exhibits an e�ect of preferred orientations, which makes a inter-
pretation of the data almost impossible, because the direction of the preferred orientation
is unknown. However, low intensity charge order superlattice re�ections along the pseudo
cubic [111] direction have been observed, which exhibit a signi�cant temperature depen-
dency. To consider this small signal with the Rietveld re�nement a precise measurement
at those positions has to be performed and was not possible during the time limited
Mail-In sample service measurement.

With neutron powder di�ractometry it was successful to identify the magnetic space group
as P1̄. The symmetry lowering is a consequence of the magnetic moments, which are found
to be clearly aligned in the a − b - plane. The re�nement cannot con�rm a distortion of
the oxygen octahedron. However, there are still features in the data, especially in the
peak shape. Further e�orts are necessary to clear this con�ict, but a solution is not yet
found. Additionally, a charge ordering along [111] is evidenced in the synchrotron data.
However, a clear sigh for iron ion ordering from the neutron data cannot be seen.

Summing up all informations achieved from di�erent measurement the powder sample
shows the expected properties. A change in symmetry cannot be found, but can also not
be excluded. As both synchrotron and neutron powder experiments were done as Mail-In
samples, the sample environment options like cryostat and, especially, the measurement
times, were limited and have to be increased in order to �nally exclude or con�rm a
distortion caused by the small Fe5+ ions in the structure.
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6.3 Thin �lm study

After the powder experiments discussed in the last section, the LSFO thin �lms prepara-
tion with the molecular beam epitaxy technique will be introduced in order to prepare the
growth of multifunctional heterostructures. One of the main advantages of the OMBE
system is the possibility to control the thin �lm growth in many ways as described in
chapter 4. However, this �exibility makes the development of good samples laborious,
because lots of preparation parameters have to be considered. These include the growth
temperature, the molecular �ux from the evaporation sources, and the oxygen partial
pressure, for instance. The central issue is to �nd appropriate parameters, which have to
be found empirically using experience with a subsequent optimization of these.

6.3.1 Determination of growth parameters

The following sections describe the development of LSFO thin �lm from the �rst try to
a stoichiometric, crystalline, and smooth thin �lm. To achieve this goal the parame-
ters have to be optimized iteratively as shown in Fig. 6.23. Using starting parameters
from experience, �rst thin �lms were grown followed by structural analysis with LEED,
RHEED, XRR, and XRD, as well as stoichiometry analysis with RBS (A list of all used
acronyms can be found in Appendix A). The results have been used to optimize the
growth parameters accordingly as described later on.
The rate or frequency change of each material has to be determined in order to reach
roughly the desired stoichiometry. Therefore one has to �nd the ratio of rates between
all involved e�usion cells, iron, strontium, and lanthanum, respectively. The rate of
each cell is measured with a quartz microbalance. The resonant frequency of the quartz
changes with a deposition of mass on its surface and is measured. To achieve the ratio
1 ·La : 2 ·Sr : 3 ·Fe one can calculate, in �rst good approximation, the necessary frequency
changes considering their molecular mass with the relation

∆fLa = cLa ·
MLa

MFe
·∆fFe, (6.4)

and

∆fSr = cSr ·
MSr

MFe
·∆fFe, (6.5)

where the factor cLa = 1/3 and cSr = 2/3 takes the stoichiometric fraction in LSFO into
account. The frequency change ∆fFe has been used as the reference, whose starting
value considers a slow growth rate of ≈ 90 s/unit cell. Following Eq. 6.4 and Eq. 6.5 the
desired frequency changes are ∆fLa = 0.829 ·∆fFe and ∆fSr = 1.046 ·∆fFe, respectively.
These formulas are only a �rst approximation, and do not consider substrate sticking
coe�cients, di�erent oxidation states under oxygen atmosphere, but are usually good
enough as starting values.
If one considers oxidation, it is necessary to assume that La2O3, SrO, and FeO2 is de-
posited on the quartz during rate calibration and one has to correct the values cLa and
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Figure 6.23: Sketch of the OMBE thin �lm growth process optimization. The frequency changes
can be roughly calculated as shown in Eq. 6.4 and 6.5. The start values are empirical experiment
values. After the growth of the �rst layer the structure was analyzed with LEED, RHEED,
XRR and XRD, and RBS. If, with regard to surface morphology, crystalline structure, and
stoichiometry, a good sample has been reached, the growth process optimization is completed.
If not, the growth parameter have to be adjusted until a good quality sample has been achieved.

cSr to 0.22 and 0.62, respectively. As Fe has several valence states, which cannot be pre-
dicted reliably, the values are only better approximations. Fig. 6.24 shows the relation
between the assumed cLa and the ratio between the La and Fe stoichiometry. The samples
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Figure 6.24: Evaluation of Eq. 6.4 with cLa. CLa/CFe is the ratio between La and Fe from RBS
measurements. All thin �lms were grown under comparable growth conditions.

summarized here are grown at comparable growth conditions with growth temperatures
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between 1220K and 1240K, but the slightly di�erent growth temperatures �t all together
and a linear dependence can be found. Thus, a large in�uence of the growth temperature
within the used temperature range on the stoichiometry is not present. The variation
is only about 2%. From the RBS measurement one gets cLa = 0.247, which is slightly
above the calculated value of 0.22. This is in good agreement, because the simple model
does not consider the di�erent sticking coe�cient of STO and the used quartz surface, for
instance.
The exact growth rate has to be determined ex-situ with X-ray re�ectometry measure-
ments. The quartz microbalance is not suitable for measuring the growth rate of complex
structures, because the surface properties are di�erent compared to those of the used
substrate. Thus, a rather incomparable layer is expected. Furthermore one has to con-
sider that the growth temperature plays a crucial role to achieve a smooth and crystalline
layer. However, the quartz is cooled to achieve a precise rate measurement, and thus the
surface thermodynamics of the quartz are completely di�erent compared to the growth
conditions used. This usually avoids getting crystalline structures. The quartz microbal-
ance has been used to achieve a reproducibility, but ex-situ calibration measurements are
required, especially measurements for the determination of the stoichiometry with RBS.
To measure the rate of each e�usion cell for the thin �lm growth accurately, it is necessary
to place the quartz microbalance at the position of the substrate, which excludes rate
monitoring during the actual growth process. Thus, for the actual growth the rate must
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Figure 6.25: Frequency change observation caused by deposited Fe prior growth over 120min
with each data point averaged over 5min. The frequency change is 0.090(2) Hzs and is stable
within the measurement error.

be stabilized over the whole growth period and this takes time. Using oxygen during a
growth process will also in�uence the e�usion cells themselves by oxidization, and thus
the rate calibration has to be done under oxygen atmosphere. Afterwards it is necessary
to wait until a thermodynamical equilibrium state has been reached. To ensure stability,
the rates are monitored and adjusted during two days at minimum, and, if possible,
checked after the growth process. Fig. 6.25 shows a frequency change observation caused
by the iron �ux over 120min, which corresponds to a usual growth duration. One can see
that the e�usion cell is stable within the measurement errors during this time. Usually
a rate variation of maximum 5% over one day was found for all e�usion cells, which is

85



Ordering phenomena in La1/3Sr2/3FeO3 powder and thin �lms

also approximately the measurement uncertainty of the quartz microbalance and of the
RBS stoichiometry determination. In addition, a growth rate control by a measurement
of RHEED oscillations was intended, but a realization was not achieved due to technical
problems. The measurement could signi�cantly contribute to improving the quality of
a thin �lm as discussed earlier, because it enables real time monitoring during sample
growth.

6.3.2 Substrate preparation

Figure 6.26: LEED image of a STO
substrate taken at 100 eV after an-
nealing. Clear and sharp re�ections
indicate a crystalline and clean sur-
face.

Two di�erent substrate materials were used in order
to develop an optimized growth procedure. The �rst
samples were grown on MgO which exhibits a face-
centered cubic lattice with a = 4.217Å. Due to the
large lattice mismatch it is not the ideal candidate,
but contains no strontium, which makes it easier to
distinguish between the LSFO layer and substrate
with RBS. Thus it is used for approaching the proper
stoichiometry.
For an epitaxial thin �lm growth STO is an ideal sub-
strate as introduced in chapter 2. During this thesis
commercially available STO substrates from Crystek
GmbH [112] were used. These substrates exhibit a
good crystallinity and smooth surface as also con-
�rmed by Schmitz and Zakalek [69,113], for instance.
The substrates were cleaned in an ultra sonic bath
for 3min in acetone followed by 3min in ethanol and

then directly transferred to the load lock of the OMBE system.
To get rid of any residuals remaining on the surface and to achieve a smooth surface, an-
nealing steps are necessary. Therefore the substrates have been heated to 770K overnight
followed by an one hour annealing step above growth temperature, usually at 1270K
or 1320K. Fig. 6.26 depicts a LEED image taken at 100 eV after the annealing proce-
dure. Sharp and bright re�ections indicate a clean and crystalline substrate surface after
annealing and provide a good basis for epitaxial thin �lm growth applications.

6.3.3 E�ect of post-annealing and stoichiometric layer growth

Besides the stoichiometry, the substrate temperature during thin �lm growth is an impor-
tant parameter, which heavily in�uences the roughness parameter and crystalline quality.
These are coupled to the growth thermodynamics as explained earlier. As rough starting
values, temperatures taken from Xie et al. [104] were used. However, the temperature
measurement is highly dependent on the used system, because the position and type of
the temperature sensor in�uence the value of the measurement. Usually all systems ex-
hibit large temperature o�sets and a direct transfer of parameters from one to another
system is di�cult. Several growth attempts reveal that the literature values are too low,
because they do not lead to a crystalline structure. The best result was reached at a
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growth temperature of 1240K with regard to surface and layer morphology. However,
improvements were still necessary to further reduce roughness of the layer.
Xie et al. [104] suggested to add annealing steps after the thin �lm growth. As mentioned
in chapter 4, annealing steps can signi�cantly increase the quality of the thin �lms with
respect to layer crystallinity and surface quality. High annealing times can favor interdif-
fusion between substrate and thin �lm within the interface region. During development
of the growth procedure, an annealing time of 5400 s at growth temperature and a second
annealing step at 470K provides the best results for the single layer growth. As an exam-
ple that post-growth annealing enhances the thin �lm quality, two samples with otherwise
identical parameters (Tab. 6.6, plasma power 300W, pO2 = 4 · 10−7 mbar) were grown via
codeposition with and without annealing. The sample without annealing (LSFOna) was
cooled to room temperature with 5K/min in oxygen, whereas the other sample was an-
nealed (LSFOa). Both samples exhibit the same stoichiometry of La0.33Sr0.74FeO3−δ, which
was measured and analyzed by R. Heller from Helmholtz Zentrum Dresden-Rossendorf
(HZDR). The δ values are 0.3 and -0.14, respectively. RBS cannot measure light atoms
precisely, and the error of both values is quite large, but cannot be estimated reliably.
Measuring the oxygen content in thin �lms is still a large problem in research. As shown
by Zakalek [113] the used oxygen partial pressure is su�cient to saturate the sample with
oxygen. The author used a XRD technique to analyze the state of oxygen saturation.
The saturation is closely related to the lattice spacing of (00l) planes and changes with
the oxygen content reproducibly.
The e�ect of annealing is apparent from the comparison of RHEED images shown in
Fig. 6.27. Without annealing, the pattern is slightly smeared. This indicates a higher
surface roughness and also the correlation length of the lateral 2D crystal structure is
lower. Furthermore, higher Laue orders with sharp re�ections can be found after sample
annealing, whereas sample LSFOna shows lots of di�use scattering. High surface roughness
increases the contribution of di�use scattering to the pattern. As described in section 5.1.2,
the signi�cant Kikuchi lines after annealing are also characteristic for a high surface
quality. Fig. 6.28a shows the re�ectivity measurements of both samples. To simulate both

(a) (b)

Figure 6.27: (a) A RHEED image of sample LSFOna. (b) An image of sample LSFOa. Both
measurements are done at room temperature.

samples an additional top layer with a density reduced by 10% is necessary. Fig. 6.28b
depicts the SLD of the annealed sample, and additionally, it contains a calculated layer of
the same thickness, which exhibits the theoretical SLD, but no top layer. The resulting
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Table 6.7: Parameters from simulation shown in Fig. 6.28 and Fig. 6.31a, respectively, in order
to compare samples with di�erent growth parameters (Tab. 6.6). The �nal sample (LSFO�nal) is
a further optimized layer, with respect to stoichiometry, after the investigation of the annealing
in�uences.

LSFOna LSFOa LSFO�nal

dLSFO [Å] 363.94+0.96
−2.27 330.10+1.38

−1.19 309.25+0.47
−0.52

σLSFO [Å] 8.59+0.77
−0.01 8.73+0.99

−0.84 7.61+0.03
−0.79

σsubtrate [Å] 5.43+0.40
−0.01 5.17+0.07

−0.55 4.92+0.02
−0.02

dtop [Å] 19.50+0.82
−0.36 13.59+0.45

−1.78 19.93+0.03
−0.79

σtop [Å] 6.54+0.11
−0.11 6.10+0.10

−0.13 7.50+0.01
−0.01

parameters are summarized in Tab. 6.7.
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Figure 6.28: (a) Re�ectivity and dedicated simulations. The curve for LSFOa is shifted by
a factor of 10. All simulation parameters can be found in Tab. 6.7. (b) The SLD for sample
LSFOa and of a calculated layer.

The layers do not show a signi�cant di�erence. In addition, the atomic density is
0.0162Å−3 and 0.0164Å−3 for sample LSFOna and LSFOa, respectively. Besides the
marginal di�erences between the not annealed and the annealed sample found with XRR,
XRD revealed a large in�uence of the annealing step on the crystallinity.
Fig. 6.29 shows the (002) re�ection of the sample LSFOna (a) and sample LSFOa (b).
Besides the substrate (002) re�ection, which has been used as reference, both samples
show a clear LSFO layer re�ection. The out-of-plane lattice parameters of the LSFO
layer are shown in Table 6.8. Due to the lattice mismatch of 1% between LSFO layer and
STO substrate, the layers exhibit tensile strain. A direct measurement of the in-plane
lattice parameters is on the agenda, but a good approximation is to assume that the unit
cell volume always stays constant, the layer is fully strained, and epitaxy is present. In
principle, the in-plane lattice parameters relax with increasing the distance from the sub-
strate. With reservations, it is possible to evaluate the in-plane lattice parameters using
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Figure 6.29: (a) The (002) re�ection of sample LSFOna. (b) is the same re�ection for the
annealed sample LSFOa. The measurement was performed at room temperature. The arrows in
(b) point to the position of thickness oscillations, which are overlain by the substrate re�ection.
The position of the thickness oscillations has been determined with a sum of Gaussians.

Table 6.8: Measured out-of-plane lattice parameter c and calculated in-plane values a. The
substrate was used as a reference (*) (Sec. 9.2.2) to correct the scattering angle θ.

LSFOna LSFOa LSFO�nal substrate

c [Å] 3.8753(2) 3.8453(1) 3.8482(2) 3.9017(1)*
a [Å] 3.8777(6) 3.8927(5) 3.8913(7) 3.9017(1)*

the calculated pseudo-cubic cell volume V = 58.27(1)Å
3
from LSFO powder (Sec. 6.2).

The in-plane lattice parameters are listed in Tab. 6.8. The pseudo-cubic unit cell of
LSFOna is smaller then of the LSFOa, which leads to higher in-plane strain. The deter-
mined full width at half maximum for the not annealed sample is 0.0203(4)Å−1. It is
proportional to the thickness of the layers or, more precisely, to the correlation length in
c-direction. The thickness can then be calculated to 310(7)Å. Compared to the thickness
determined by XRR, the layer is not fully correlated. The di�erences can be attributed
to lattice imperfection in the case of sample LSFOna, which is also con�rmed by a slightly
increased c value and reduced atomic density. Maybe an amorphous layer exists in be-
tween substrate and layer without annealing, because the in-plane and out-of-plane lattice
parameters do not indicate strain induced by the substrate. Those imperfections can also
explain the increased thickness of the layer, while keeping the growth parameters com-
pared to the annealed sample.
Smooth samples with a good crystalline quality show so-called thickness oscillations, which
are an interference phenomenon between crystal lattice and surface. LSFOna does not
show any thickness oscillations, which also indicate that the not annealed sample shows
a poor quality with respect to structure and surface morphology. Additionally the nor-
malized intensity of the thin �lm re�ection is about three times lower compared to the
annealed sample.
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The annealing process improves the crystalline quality of the layer signi�cantly. The XRD
measurement shows clear oscillations on the right of the layer re�ection. These oscillations
correspond to a thin �lm thickness of 339(5)Å, which is in good agreement with the
thickness obtained from the XRR experiment. Consequently, the layer is completely
crystalline. The black arrows in Fig. 6.29b point to the thickness oscillations, which
are overlain by the substrate re�ection. On the left of the substrate peaks, thickness
oscillations are somehow extinct. As shown in Tab. 6.6 the Sr content is slightly too
high and has to be adjusted as shown in the following part. In summary it is possible to
increase the surface and, especially, the crystalline quality after adding an annealing step
after growth.
Now, the single layers have further been optimized in order to reach a proper stoichiome-
try. Besides the annealing, the stoichiometry also in�uences the structure of the layers as
expected. A non-stoichiometric sample exhibits defects in the crystal structure to com-
pensate the absence or excess of atoms and ions, respectively. It has been found that
adjusting the Sr rate, while keeping all parameters including the annealing, leads to a
sample which shows an ideal surface morphology and crystalline structure. Fig. 6.30a
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Figure 6.30: (a) RBS data and simulation. The measured sample exhibits the composition
La0.33Sr0.66Fe1.03O3−δ. (b) Measurement of the (002) re�ection. The black line is the �t for each
oscillation. The thickness oscillations are clearly visibly up to high orders, which also con�rms
the smoothness and crystallinity of the layer.

shows a RBS measurement of such an optimized layer, which is named LSFO�nal in the
corresponding tables. The composition can be determined as La0.33Sr0.66Fe1.03O3−δ. The
determined iron content seems slightly increased from the stoichiometric value of 1, but is
within about one σ of the nominal value. The ratio between lanthanum and strontium �ts
the expected ratio. Thus, the stoichiometry is con�rmed within the measurement error
(4%). Nevertheless, one has to mention, that the error on the strontium content might be
higher due to the substrate's strontium content. As one sees, the contrast between layer
and substrate makes it di�cult to determine the strontium stoichiometry with high pre-
cision. Fig. 6.30b shows the (002) re�ection of substrate and layer. The calculated lattice
parameter for substrate and layer are listed in Tab. 6.8. The measurement shows clear
thickness oscillations on the left and right of the layer re�ection which indicate a smooth
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surface and good crystallinity as well. From the oscillations the thickness of the layer can
be determined as 330(1)Å. This value is in excellent agreement with the thickness param-
eter obtained from the XRR measurement (329.2(7)Å). The surface quality has also been
con�rmed with LEED, and XRR as depicted in Fig. 6.31. The parameter from the XRR
simulation can be found in Tab. 6.7. The optimized sample exhibits a smooth surface
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Figure 6.31: (a) XRR data and simulation. The parameters are shown in Tab. 6.7. (b) LEED
image taken at 80 eV. Very sharp re�ections con�rm the good surface morphology of the sample.

with a roughness of approximately two unit cells, but still a top layer has to be assumed
to simulate the data properly. All samples that have been analyzed need such a surface
layer. It is attributed to aging e�ects or hydrogenation as mentioned. The re�ectometry
measurement is an ex-situ method, and it is possible that a surface contamination with
adsorbed atoms or oxygen loss makes it necessary to assume an additional top layer. In
contrast LEED (Fig. 6.31b), which is an in-situ method, does not show any indication of
an unusual surface morphology. Contrariwise it shows very clear and sharp re�ections,
which are attributed to a perfect surface structure.
In conclusion, a sample growth process was developed successfully, which leads to a smooth
surface and good out-of-plane crystalline structure. Post-growth annealing steps and
reaching the proper stoichiometry are quite important to achieve a good layer. The next
parts show the magnetic and electronic characterization of the sample LSFO�nal.

6.3.4 Magnetization of a single layer

As known from powder experiments a paramagnetic to antiferromagnetic transition at
around 200K is expected. Measuring antiferromagnetic thin �lms is accompanied by lots
of problems. From the powder magnetization measurements it is possible to estimate the
expected magnetization in the paramagnetic phase right before the transition. The layer
mass can be calculated by considering the substrate size and the measured layer thickness
as 3.5µg which leads to an expected signal of 2 ·10−11 Am2. This is close to the sensitivity
limit of the MPMS [73]. However, as one can see later on, the measured magnetization is
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about two orders of magnitude higher. This is most likely attributed to a ferromagnetic
phase which could be identi�ed.
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Figure 6.32: (a) Magnetization measurement of a LSFO single layer. The measurement has
been taken during �eld-warming after �eld-cooling in 20mT along [100]. The red error bars
describe the error of the MPMS, whereas the black lines are the maximum and minimum error,
which follows from the imprecise determination of the mass of the thin layer, but has the same
magnitude for all measurement points. (b) First derivative of the data. The zero of the derivative,
which corresponds to a maximum in the data, is at 196(10)K.

In general, it seems to be quite tough to prove the antiferromagnetic properties of the thin
�lm samples with the MPMS. The measurement has been performed between 50K and
320K after �eld-cooling at 20mT with a magnetic �eld applied along [100]. Fig. 6.32 (a)
shows the measurement data. The red error bars indicate the error resulting from the
measurement. The black lines label the maximum error of the value, which comes from
the uncertainty of the determination of the sample mass. In spite of the uncertainty the
normalization has been used in order to compare di�erent samples and measurements
due to the need to cut samples before measurements. From determination of the sample
surface size and measuring the layer thickness it is easy to calculate the volume or mass
of the samples, respectively.
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The measurement shows that there is a broad transition at 196(10)K, which was deter-
mined calculating the �rst derivative of the magnetization data depicted in Fig. 6.32 (b).
Di�erent origins are found to cause the broad transition. Fig. 6.33 shows the schematic
temperature dependency of the susceptibility of an antiferromagnet. χ⊥ is the case of
the magnetization perpendicular, whereas χ‖ is the case parallel to the applied �eld. The
magnetic �eld is aligned parallel to the [100] or [010] direction of the substrate. One
expects an antiferromagnetic alignment along [111] direction of the pseudocubic unit cell,

TN

T

χ

χ⊥

χ‖

Figure 6.33: Schematic explana-
tion of the temperature dependence
of the susceptibility of an antiferro-
magnet.

which is neither parallel nor perpendicular to the ap-
plied �eld. Thus a mixture of both components was
measured. Besides the broad antiferromagnetic tran-
sition, a ferromagnetic contribution can be be iden-
ti�ed. If one distributes the measured magnetic mo-
ment to the number of Fe atoms, which can be cal-
culated from the mass, the magnetic moment per Fe
atom can be determined as ≈ 0.0215µB/Fe. The ori-
gin of this additional component is unclear. Either
there are uncompensated spin contributions from the
antiferromagnetic arrangement, or the sample con-
tains a pure ferromagnetic phase. For thin �lms the
coupling and canting of the spins can be di�erent, and
probably small distortions can cause an alignment in

�eld direction. Further validation for a ferromagnetic component is shown in Fig. 6.34,
which shows aM−H -measurement at 110K after the sample has been cooled from 320K
in an applied �eld of 20mT along [100] direction of the substrate. The measurement has
been corrected for the diamagnetic background originating from the substrate by using a
straight line �tted to the high-�eld range of a M −H -measurement.
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Figure 6.34: A M − H - curve measured at 110K after �eld-cooling in 20mT along [100].
The dotted lines are describing the coercive �eld HC. The opening of the hysteresis hints a
ferromagnetic component.

The saturation is reached at 0.4T with a magnetic moment of 0.073(5)µB per Fe ion. The
squareness, de�ned as the quotient of remanence and saturation magnetization, can be
calculated as mR/mS = 0.5, which indicates an anisotropy in the system. The anisotropy
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in the layer has not been further investigated due to sensitivity problems while using the
sample rotator option.
As the magnetization data is not convincing, it is di�cult to con�rm the antiferromagnetic
behavior. Obviously, there is a transition at 196(10)K, but an overlaying ferromagnetism
from uncompensated magnetic moments in the antiferromagnetic alignment (e.g. spin
canting) or an additional ferromagnetic phase is present. An additional phase can origi-
nate from the interface between layer and substrate or from the top layer, which exhibits a
di�erent stoichiometry and oxygen saturation as shown. If one assumes a purely ferromag-
netic layer with Fe moments as expected from an ionic model, the measured magnetization
can be caused by a layer with a thickness of only 4 to 8Å.
Additionally, the con�ned dimensionality to a thin layer can also in�uence the magnetic
behavior compared to bulk LSFO [114]. Further e�orts are necessary in order to investi-
gate the magnetic properties thoroughly. To increase the signal arising from the sample,
thicker samples are highly necessary. A direct measurement of the antiferromagnetic or-
dering with neutrons should be planned, but there the thickness of the layer is a crucial
point and a very sensitive instrument has to be chosen.
That LSFO thin �lms exhibit an antiferromagnetic behavior below TV = TN could be
shown with 707 eV soft X-ray resonant scattering by Okomoto et al. [115]. They could
con�rm at a 1000Å thick layer grown with Pulsed Laser Deposition (PLD), that the
ordering is maintained in the pseudo-cubic [111] direction.

6.3.5 Resistivity of a single layer

I-

I+

U-

U+

Figure 6.35: Four-wire contacting for
resistivity measurement. Optionally
magnetic �elds are applied perpendic-
ular to the sample surface.

The resistivity ρ of the thin �lm has been measured
with the resistivity option of the PPMS and Dyna-
Cool PPMS using both a four-point and a two-point
method. To contact the samples to the system plat-
inum wires and silver paste have been used. The
arrangement of contacts for a four-point measure-
ment on the sample surface and the corresponding
voltage and current contact positions are shown in
Fig. 6.35. The measurements are compared qualita-
tively due to the sample size and the contact size,
which are varying between the measurements of the
di�erent samples. Initially, we are highly interested

to see the transition clearly, which is undoubtfully measurable. As the surface of the
single layer is smooth the contacts made with silver paste are the problem. They can get
lose while cooling or heating and thus the measurement is highly in�uenced by the quality
of the contacts. Further e�orts have to be done in order to improve the contact quality.
For example, depositing of gold electrodes can improve contact quality, but is not part of
this thesis.
A limitation is caused by the instrument itself. As described in Section 6.1 the expected
change in resistivity is about eight orders of magnitude. The used PPMS system has its
measurement limit at 10MΩ. The absolute value of the resistance of a single conducting
layer is in the range of kΩ. Thus, with PPMS it is only possible to measure a part of the
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whole temperature range. For a larger resistance the PPMS DynaCool can be used, which
provides a 2-point measurement option, and allows to measure up to 5GΩ, but the lowest
measurable value is 10MΩ. A combinated measurement with both instruments has been
used in oder to cover the largest possible temperature range. Resistivity measurements
of two di�erent samples are presented in Fig. 6.36a and Fig 6.36b. The �rst sample was
grown without post-growth annealing, whereas the latter one was heat treated after the
growth process. Both samples show a signi�cant increase in resistivity while cooling. The
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Figure 6.36: (a) Resistivity measurement of a sample during cooling prepared without post-
growth annealing. In contrast (b) shows a resistivity measurement of a LSFO single layer
prepared with post-growth annealing with and without an applied �eld. To extend the mea-
surement range, a PPMS-DynaCool instrument with a 2-point measurement technique has been
used for low temperatures. Both layers exhibit the desired stoichiometry and a layer thickness
of 309Å. The �rst derivative of this measurement is shown in Fig. 6.37.

resistivity increases slightly upon cooling from 300K by one order of magnitude, until the
transition temperature TV is reached. This behavior is similar to a semiconductor. At TV
a transition from a weak to a high insulating state takes place.
Both samples show a transition at TV = 185(5)K and TV = 184(5)K, respectively. The
high uncertainty of the measurement due to the technique of �xing the electric contacts
does not allow one to measure the absolute value of the resistivity reliably. Especially, the
size of the contacts cannot be maintained the same for each sample. The transition itself
is smeared for both samples, and a precise determination of the transition temperature is
di�cult and was done by calculating the �rst derivative. This is shown in Fig. 6.37. The
reversal point, which one �nds at the minima, is assumed as the transition temperature.
The �rst derivative clearly shows an minimum at 184(5)K. The less pronounced minima
at higher temperatures are attributed to measurement artifacts.
There are two di�erent reasons found in literature, which can explain this. Firstly, Xie
et al. [104] showed that the stoichiometry of the layers has a signi�cant in�uence on
the transition temperature and shape, which is depicted in Fig. 6.3b in section 6.1. As
mentioned the Sr content has a larger error due to the missing contrast between sub-
strate and layer. Nevertheless the magnitude of this e�ect is small and within the error of
the measurement. This means that an possibly improper stoichiometry within the RBS
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Figure 6.37: First derivative of measurement shown in Fig. 6.36b. The minimum of the
derivative corresponds to the Verwey transition temperature. The less signi�cant minima are
measurement artifacts. A moving window derivative has been used.

measurement error cannot explain the transition which is smeared and shifted to lower
transition temperatures. Secondly, Minohara et al. [103] found, that a critical thickness
has to be reached for a clear transition as shown in Fig. 6.3a. Unfortunately, these results
have been published recently and could not be considered during the sample preparation.
The samples used here exhibit a thickness of 309Å which lies below the critical thickness
of 400Å for a (001)-oriented substrate. This causes an unclear transition with a lower
transition temperature, because charge ordering is lost gradually with layer thickness.
The underlying physics is still unclear, but Minohara et al. attribute the e�ect to the
isotropic nature of the 3d orbital in the high-spin electronic con�gurations. They suggest
that the charge-ordered state could also be isotropic. If the domain size of the charge-
ordered states becomes larger than the thickness of the layer, the charge-ordered state
becomes unstable. Then the Verwey transition, which is connected to the charge-ordering
transition, disappears. In addition, they report that this e�ect is irrespective of the crys-
tallographic orientation, which strengthens the assumption, that the isotropic character
of the Fe ions plays a crucial role.
One can see that the thickness-dependency related in�uence is much higher than the
e�ect arising from the stoichiometry variations. Thus, the small layer thickness of the
underlying sample is the obvious reason for a smeared transition.
In spite of the not fully developed transition the relative resistivity change between 300K
and 50K is about �ve orders of magnitude, which is in good agreement with literature
values.
Devlin et al. [40] proposed that the transition indicates a change in the underlying
conduction mechanism which is in agreement with the powder characterization results.
They could con�rm a non-adiabatic small polaron model [116] for temperature above TV,
which can be described by

ρr = ρr0T
3/2 exp

(
WH

kBT

)
, (6.6)

where WH is the activation energy of the small polaron, kB the well-known Boltzmann
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constant, and T the absolute temperature. A short introduction into small polarons is
given in Sec. 2.6. Such a small polaron has an extent size of less than one unit cell.
Fig. 6.38a shows the non-adiabatic model �t to the measured resistivity. The activation
energy WH can be calculated as 0.118 eV, which is higher compared to Xie et al., but as
expected the clear transition vanishes below TV [103].
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Figure 6.38: (a) Replot of the data in order to �t the non-adiabatic small polaron model.
The vertical line indicates the position of the transition temperature TV. (b) Double ln plot to
determine the power law eq. 6.7 according to [40]. The used temperature range was selected to
be far below the transition temperature.

It is obvious that the non-adiabatic small polaron model does not �t for temperatures
below the phase transition. This indicates a change in the underlying conduction mecha-
nism, which is clearly visible in Fig. 6.38a. However, further reducing the thickness leads
to non-adiabatic polaron behavior over the whole temperature range as reported in [103].
Below TV the system cannot be described with the non-adiabatic small polaron model.
Devlin et al. [40] found a non-exponential function of transport, namely the power law

ρr = ρr0T
p. (6.7)

The evaluation of the low temperature data measured with a 2-point method at the Dy-
naCool instrument is shown in a double ln plot in Fig. 6.38b. The low temperature range
�ts to the suggested power law, and p can be determined as −6. This power law be-
havior of the resistivity is unusual [40], and indicates the presence of a novel or unusual
transport mechanism below the transition temperature. The mechanism is not yet under-
stood. However, the authors of Ref. 40 assume, that the complex ordering phenomena,
the antiferromagnetic structure and charge ordering, is responsible for their observation.
As described, the antiferromagnetic ordering sets in at the temperature TV. The charge
ordering is accompanied by a Verwey and a paramagnetic to antiferromagnetic transition.
It is assumed in the Hubbard model, that the electron spin has to be conserved while
hopping from one to another atom. This is due to neglecting any terms in the Hamilto-
nian, which could change the magnetic quantum number, such as spin-orbit coupling. As
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reported in [94], for instance, the antiferromagnetic sequence is ... ↑↑↓↓↓↑ ... within one
unit cell. This means that ferromagnetically coupled trilayers are coupled antiferromag-
netically. Thus the electrons have to hop at least a distance of

√
6a with respect to the

pseudo-cubic unit cell. This distance can further be increased by consideration of thermal
perturbation, which can cause spin �uctuations. However, the hopping distance is �xed
by the magnetic ordering. As this explanation is only a hypothesis, further investigations
are necessary in order to get a complete understanding of the conduction mechanism
appearing in LSFO.
Furthermore, the behavior found by Devlin et al. is in good agreement with the samples
treated in this thesis. Within the interpretation of the data according to Devlin et al., the
antiferromagnetic behavior can also be con�rmed, and in addition the thin �lm results are
in accordance with our powder experiments, where a antiferromagnetic ordering below TN
can be seen clearly.

6.3.6 Conclusion

LSFO single layers on STO have been successfully grown with the OMBE technique.
A smooth surface and crystalline structure have been achieved, which can be seen with
RHEED, XRR, and XRD measurements. The roughness parameter of the grown sample is
less than two pseudo-cubic unit cells. Post-growth annealing is considered as a crucial part
of the sample growth, which shows a signi�cant improvement, especially of the crystalline
structure of the thin �lm.
The stoichiometry is the desired one within the measurement errors. To increase the ac-
curacy of the stoichiometry, controlling RHEED oscillation is required. Haeni et al. [117]
showed the RHEED controlled growth for STO, where they could achieve a stoichiometry
accuracy lower than 1%. RHEED controlling and monitoring was not possible during this
thesis due to technical problems and has to be done in future in order to achieve further
improvements of the sample quality.
The characterization of the electronic and magnetic properties is more di�cult. The
macroscopic magnetization features only a weak antiferromagnetic signature and a clear
ferromagnetic signal, which cannot be explained from the powder magnetization measure-
ments.
Neutron di�ractometry can be used to determine the antiferromagnetic order directly, but
is challenging due to the small layer thickness of thin �lms. However, re�ectometry could
reveal a ferromagnetic layer at the substrate to LSFO or LSFO to air interface.
The electronic characterization has revealed the expected behavior and the resistivity
changes over �ve orders of magnitude between 300K and 50K. As thin �lms below the
reported critical thickness were investigated, a broad transition from a not fully explained
conduction regime in the ordered phase to the small polaron model was found, which
can be applied above the Verwey transition. Furthermore, the method of performing
the resistivity measurement has to be improved. During the experiments the contacts
made with silver paste were a major problem. Deposition of gold electrodes and bonding
of thin leads will reduce the contact size signi�cantly and will ensure a proper contact
during cooling and heating procedures.
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7 Magnetism in La2/3Sr1/3MnO3 thin �lms

This chapter is about the growth and characterization of LSMO single layers as one
further step to achieve LSMO/LSFO heterostructures. Firstly an introduction into the
system LSMO is given, followed by the development of the growth process. Then, the
temperature dependence of the macroscopic magnetization is treated, where the focus lies
on the manipulation of magnetism due to structural in�uences of strain mediated by the
STO substrate, for instance.

7.1 Magnetism in La2/3Sr1/3MnO3

In recent years La1−xSrxMnO3 has been extensively studied by many groups due to its
rich structural, electronic and magnetic phase diagram. This versatility is shown in a
bulk phase diagram established by Hemberger et al. and is depicted in Fig. 7.1. The
strong coupling of manganites between their electronic, spin, and structural degrees of
freedom [118] can be easily in�uenced by changing the chemical composition x, for in-
stance. The underlying magnetic exchange mechanisms are super- and double exchange,
which have been introduced in chapter 2. In monovalent compounds the superexchange is
the predominant exchange mechanism, which leads to antiferromagnetic or ferromagnetic
coupling according to the Goodenough-Kanamori rules. As the superexchange mecha-
nism is connected to a virtual hopping process of electrons, it leads to an insulating state.
By getting di�erent manganese valences while changing the concentration x the double
exchange mechanism sets in. This mechanism is accompanied by a real electron hopping
process and leads to a metallic-like conducting and ferromagnetic phase. Besides these
doping e�ects leading to an in�uence of magnetic, electronic, and structural properties,
strain also in�uences the LSMO behavior signi�cantly. A choice of interesting works
concerning this topic will be shown here.
For LSMO thin �lms with x = 0.3 Adamo et al. investigated systematically the e�ect
of strain applied by di�erent substrates [119]. Furthermore, Mota et al. [19] showed
that the STO substrate, which undergoes an antiferrodistortive transition at 105K, also
a�ects the magnetization of the system, because it applies an additional biaxial stain to
the LSMO layer. As the change in strain applied by the antiferrodistortive transition is
rather small, as shown in chapter 2, it proves clearly the high sensitivity of LSMO to
strain in general. The superexchange interaction in this system is strongly dependent on
the Mn-O and MnO6 octahedron tilting as described by Mota et al. [19] and Mochizuki
et al. [120]. Furthermore the Mn-O-Mn bond angle, which is also a�ected by strain, leads
to a modi�cation of the electron hopping probability. According to the Hubbard model,
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Figure 7.1: Structural, magnetic, and electronic phase diagram of La1−xSrxMnO3 from Hem-
berger et al.. The concentration used here is x = 1

3 , which exhibit a rhombohedral crystal
structure, and is a metallic-like ferromagnetic material with a bulk Tc of 370K. The symbols
in the diagram are orthorhombic O, rhombohedral R, tetragonal T, monoclinic Mc, hexago-
nal H; insulating I, metallic M; ferromagnetic FM, antiferromagnetic AFM, paramagnetic PM.
Reprinted from [13], with the permission of AIP publishing.

this leads to change in the exchange interactions as well, which in�uences the electronic
and magnetic behavior of the system [121].
The high sensitivity of LSMO to external parameters motivates a systematical study of
the interface in between LSMO and LSFO as the latter provides a large change of the
resistivity and enables electronic doping of the LSMO interface region. To investigate the
selective manipulation of the interface the LSMO single layers have to be characterized
with respect to atomic structure and magnetization �rst.

7.2 Sample preparation and structural analysis

MnxOy

pBN

shielding

crucible

Ta

Figure 7.2: Image of a closed pBN
crucible after two weeks of usage.

The original plan was to grow the LSMO thin �lms
with the OMBE system, because it would lead to
very high quality thin �lms as shown by Zakalek
and Schmitz [69,113]. However, the growth process-
ing was overshadowed by technical problems, which
made it impossible to grow thin �lms successfully.
The pBN (boron nitrate) crucible, which is the rec-
ommended crucible material for the evaporation of
manganese, always tended to a complete closure af-
ter a few days of operation. The closing process
impedes getting stable rates, which are highly nec-
essary in order to grow stoichiometric thin �lms.
Fig. 7.2 shows a closed crucible. The di�erent col-

ors of the closure suggest that at least two di�erent manganese oxides have been formed.
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A chemical analysis has not yet been done. Several e�orts have been made to overcome
this problem. To exclude any contamination of the raw material, manganese pieces from a
di�erent manufacturer were used after a HCl cleaning process. Di�erent types of e�usion
cells with di�erent crucible shapes and �lling levels were tested, but did not change the
behavior of manganese. A dual �lament e�usion cell was also bought, which enables the
heating of the crucible opening separately and produces a temperature gradient between
material and opening. This should make condensation much less likely and should pre-
vent the crucible from a closure, but was also not successful. Furthermore changing the
heating and cooling parameters of the cell, as well as the oxygen partial pressure could
not solve the problem. Thus, an established method, the high oxygen pressure sputtering
technique, has been used in order to achieve high quality thin �lms. The used HOPSA is
introduced in chapter 4.
A commercially (Kurt J. Lesker Company) available stoichiometric target with a diameter
of 5 cm has been used to achieve homogeneous and stoichiometric layers. The growth
parameters were optimized iteratively under consideration of structural parameters like
roughness and crystallinity provided by XRR and XRD measurements. The base pressure
of the sputtering chamber is 3 · 10−6 mbar(hPa). During the growth process a 120W
plasma has been initiated with an oxygen partial pressure of 2mbar(hPa). A low growth
rate of 90 s per monolayer and a growth temperature of Tgrowth = 1253K ensures a good
crystalline quality. It is known that complex structures as perovskite structure need time
and high temperatures to crystallize with low crystal defects. Besides the oxygen partial
pressure low growth rates also ensure oxygen saturation.
Additional annealing steps have been added for quality improvements with respect to
surface roughness and crystal quality as shown for LSFO before. For single layers a
pre-growth annealing of 5000 s at 1320K, and post-growth annealing of 1800 s at Tgrowth
provide the best result. The annealing steps help to heal structural defects of the surface
and crystalline structure as shown in detail in chapter 6.3.3.
As the stoichiometry cannot be measured and adjusted during growth, one has to assume
that under same growth conditions, the stoichiometry does not change. Thus, reference
samples were analyzed with RBS and on occasion the measurement has been repeated to
ensure the proper stoichiometry. The stoichiometry for all samples can be given by

La0.74(2)Sr0.31(1)Mn1.00(6)O3−δ.

The target stoichiometry is not fully maintained during the growth process. This is
a consequence of the slow growth process of the sputtering technique in combination
with the high vapor pressure of Mn and Sr compared to La. Due to the �xed target
stoichiometry a compensation of the loss is not possible. With regard to Fig. 7.1 the LSMO
is still in the ferromagnetic and metallic phase. In general the RBS measurement error is
not easy to determine, because a lot of e�ects in�uence it. Especially the missing contrast
between the layer and substrate with respect to strontium makes a precise determination
not possible [122]. There is still an uncertainty of the oxygen saturation, and thus δ is
unknown, because RBS is not sensitive to light atoms. Due to the high oxygen pressure
it can be assumed that a saturated state has been reached as shown by Zakalek [113].
Oxygen de�ciencies cause a change of the lattice and lead to strain, which was investigated
by Dho et al. [123].
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Figure 7.3: (a) XRR data and simulation. The corresponding simulation parameters can be
found in Tab. 7.1. (b) XRD measurement around the (002)-substrate (STO) re�ection. Besides
a clear substrate and thin �lm re�ection, thickness oscillations are visible, which indicate a good
surface and crystalline quality. The structure parameters are listed in Tab. 7.1.

Table 7.1: The left-hand table shows the parameters from simulation shown in Fig. 7.3a. The
right-hand table contains the structural parameters as gained from XRD data shown in Fig. 7.3b.
The layer's in-plane lattice constant has been calculated from the bulk volume found in [22].

LSMO d [Å] 192.3+1.3
−0.1

LSMO σ [Å] 11.7+0.9
−0.3

LSMO ρ [Å−3] 0.0171
Substrate σ [Å] 5.8+0.2

−0.2

Top layer d [Å] 12.2+0.1
−1.3

Top layer σ [Å] 4.6+0.1
−0.1

Top layer ρ [Å−3] 0.0140

(002) LSMO substrate
c [Å] 3.8553(3) 3.9027(1)
a [Å] 3.8840(9) 3.9027(1)

XRR and XRD measurements of an optimized thin �lm shown in Fig. 7.3 con�rm the suc-
cessful sample preparation. The parameters from the simulation of the XRR measurement
are shown in Tab. 7.1 on the left. From the LSMO thickness and the growth duration the
rate can be calculated to be 0.043 Å/s, approximately 90 s per unit cell. This is necessary
to achieve high crystalline quality as mentioned. A low roughness of averaged 2.5 unit
cells can also be measured. For a good simulation result a top layer with slightly reduced
density has to be considered as described for LSFO in the last chapter. It is most likely
an aging e�ect of the surface caused by the oxygen loss of the surface or hydrogenation,
for instance. The interface in bilayer systems is not a�ected by this e�ect, and it seems to
be reversible under heating in oxygen atmosphere. The thickness of the top layer is only
12.2Å, but deviates by 20% in density compared to the main layer. It is also imaginable
that this is caused by a Mn or Sr depletion of the surface region, which happens due to
the used low cooling rates.
The crystal structure is evidenced successfully by measuring out-of-plane re�ections. An
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experimentally determined substrate out-of-plane lattice parameter (from Ch. 9.2.2) has
been used to do a θ0 correction. The out-of-plane lattice constant can then be determined
as 3.8553(3)Å (Tab. 7.1). This value is averaged over the whole layer thickness and a
layer relaxation has not been considered. Maurice et al. [124] reported, that LSMO layers
grown with PLD, show a large relaxation length. Layers with a thickness less than 1000Å
do not show a relaxation of the layer lattice parameter to its bulk value. However, PLD is
much faster and the results may di�er for sputtered samples. As the layer thickness here is
less than 200Å, it can be assumed, that the layer is fully strained. From this assumption
and a constant bulk unit cell volume, the in-plane lattice constant can be calculated.
However, this is no proof of an in-plane crystallinity. An oriented 2D powder would lead
to the same result. Only Bragg re�ections with h, k 6= 0 (with in-plane components)
can unambiguously prove epitaxial growth. Nevertheless, one gets 3.8840(9)Å under the
assumption of epitaxy. As the substrate's in-plane lattice constant is larger, the system
is under in-plane tensile strain.
In addition, thickness oscillations are clearly visible, even more clear than in LSFO. They
are an interference phenomenon between layer and crystalline structure and only appear
for smooth surfaces and are characteristic for a good surface morphology. To determine
the distance between the oscillations, the sum of Gaussians has been used. The result for
the distance is ∆d = 0.0325(2)Å−1, which corresponds to a thickness of 193(1)Å. This
thickness is compatible with the main layer thickness determined with XRR, but does
not include the top layer within its error. Either the top layer is not crystalline, because
the thickness oscillations correspond to the crystalline part of the layer, or the error of
thickness determined with the oscillations is larger than expected.

7.3 Magnetization in�uenced by strain

The magnetic characterization has been performed while �eld-warming after �eld-cooling
(FC-FW) with an applied �eld parallel to the sample's surface along (100) or (010) with
the MPMS. Measurements at di�erent �elds are shown in Fig. 7.4. The calculated Curie
temperature TC is 330(3)K, which is smaller than the TC expected for bulk LSMO, but
it is known that the Curie temperature is reduced for thin �lms as reported by Boschker
et al. [125]. Here the Mermin-Wagner theorem [114] also helps to explain the reduction
of Tc. It describes the destabilization of magnetism while reducing the thickness to a two
dimensional layer, which does not show ferromagnetic order.
The measurement at 70mT shows a saturation at 10K with a corresponding averaged
magnetic moment of 3.45µB per Mn atom. A systematic error occurs due to the deter-
mination of the sputtered area and thickness, which was used to calculate the magnetic
moment per formula unit and magnetization. It is approximately 1%, but may reach
higher values due shadowing e�ects at the corners and edges. The manganese atoms in
the system are Mn3+ and Mn4+ with the ratio 2:1 under assumption of a stoichiometric
sample. Thus, both ions carry di�erent magnetic moments corresponding to S = 2 and
S = 3/2, respectively, which gives an average magnetic moment of 3.7µB. Under the
assumption that the reduction of magnetization is caused by the change in stoichiometry
the changed ratio between both Mn ions can be calculated as 1:1.92 with the systematic
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error mentioned above. Furthermore the oxygen saturation also plays a role, because it
in�uences the crystal structure as reported in [113]. This can cause a damping of the
magnetization. And, of course, the destabilization of the magnetization explained by the
Mermin-Wagner theorem can play a crucial role, but thicker layers were not analyzed.
The measurement at 10mT shows a signi�cant change in magnetization at 105K. As men-
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Figure 7.4: Field-cooling magnetization measurements at di�erent �elds. A linear regression
has been used to determine the transition temperature TC = 330(2)K for the 10mT mea-
surement, because the measurement ends at 320K. The vertical line indicates the substrate's
antiferrodistortive transition at 105K, which signi�cantly in�uences the magnetization.

tioned in chapter 2, STO undergoes an antiferrodistortive transition at this temperature,
where the structure changes from cubic to tetragonal. This temperature is called TSTO.
As the in-plane lattice parameter shrinks at the phase transition, the biaxial in-plane
strain also changes. The additional strain does not a�ect the Mn-O bond length, but
changes the Mn-O-Mn bond angle signi�cantly as reported by Miniotas et al. [121] and
consequently leads to a change of the superexchange interaction as discussed earlier. In
addition, Mochizuki et al. [120] reported a tilting of the MnO6 octahedron. Both e�ects
can stabilize the magnetic structure signi�cantly as shown by Moto et al., who reported
a signi�cant change in M −H -measurements. The increase of the coercive �eld and the
remanence has been interpreted by them as a stabilization of the magnetism in the sys-
tem. This also explains the increase of the magnetization below TSTO. The e�ect is large
for small �elds and vanishes at a �eld, which is su�cient to magnetically saturate the
sample. This is a hint, that 70mT is su�cient to saturate the measured sample. M −H -
measurements were not done. A further consequence of the structural changes induced by
the substrate can be a reconstruction of the magnetic domain pattern as also suggested by
Mota et al. [19]. In the case of the 70mT measurement, where magnetic saturation of the
LSMO layer has been reached or nearly reached, the e�ect is suppressed as a (almost) sin-
gle domain state is present. In contrast, cooling in a �eld, which is not su�cient to reach
saturation, the picture changes drastically. The unsaturated state, which is not a ther-
modynamical equilibrium state, can be easily a�ected by the structural phase transition.
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Fig. 7.4 shows a demagnetization e�ect for the 10mT and 50mT at temperatures around
10K. The decreasing kinetic energy of the system enables an antiferromagnetic-like ori-
entation [126] of the di�erent magnetic domains due to magnetic dipole interaction. The
measurement at 50mT also shows a small demagnetization e�ect at low temperatures,
in contrast to the 70mT measurement. Above this demagnetization both measurements
coincide.

7.4 Conclusion

It could be shown that the sputtering process performed with HOPSA is an appropriate
method for the growth of nearly stoichiometric LSMO layers. The optimized growth
process leads to smooth thin �lms with high crystalline quality, which make them ideal
for growing heterostructures.
The magnetization exhibits a sensitive behavior while changing the substrate structure
from cubic to tetragonal, which con�rms a high sensitivity to external parameters of
LSMO. It shows that LSMO is ideally suited for manipulation of an interface to a material
like LSFO, which potentially dopes the LSMO nearby electronically.
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8 Interface e�ects in
La1/3Sr2/3FeO3/La2/3Sr1/3MnO3

heterostructures

In chapter 6 and chapter 7 the versatility of LSFO and LSMO single layers is introduced
in detail. The following chapter is about heterostructures built of both materials. Fur-
thermore the in�uence of the stacking, LSFO/LSMO or LSMO/LSFO, was investigated
with regard to structural and magnetic properties.

8.1 Sample preparation and structural analysis

Figure 8.1: LEED image measured at 80 eV
after transferring sample from HOPSA to the
OMBE system. Clear and sharp re�ections in-
dicate a good surface morphology.

A successful combination of two well-
established growth methods was used in
order to achieve high-quality heterostruc-
tures regarding the single layer results. Al-
though the two di�erent system are not
connected physically to each other high
quality samples could be achieved. The
combination of two systems was inevitable,
because of technical problems with the
OMBE system as discussed in chapter 7.
Using these two methods means that the
vacuum has to be broken for a sample
transport under atmospheric pressure to
the second growth system which is either
the HOPSA or the OMBE system. Possi-
ble contaminations during the transport of
the samples are cured by performing short
annealing steps before the actual growth
processes. A LEED measurement at 80 eV,
shown in Fig. 8.1, with clear and sharp re-
�ections con�rms a high surface quality after transferring a LSMO sample from the
HOPSA to the OMBE system even without annealing. However, the di�erent growth
methods and the additional heat treatments may in�uence the interface behavior com-
pared to a sample, whose layers were grown one after another in one single system.
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The kinds of investigated samples and the de�nition of the sample names are shown in
Fig. 8.2. The sample name is chosen according to the last grown layer and is LSFO�nal
and LSMO�nal, respectively, for the following chapter.

STO

LSMO
LSFO

STO

LSFO
LSMO

LSFO�nal

LSMO�nal

Figure 8.2: Di�erent sam-
ple stacking and connected
sample names.

The used growth processes are adopted from the developed
single layer processes including the high growth rate stability
which is necessary to avoid a stoichiometry gradient during
growth. The rate stability was better than 1% per hour and
thus within the measurement error of the quartz microbal-
ance and RBS measurement. The growth duration for each
single layer was 4500 s. Anyhow, to avoid re-evaporation of
the �rst grown layer, the pre-growth annealing time and tem-
perature for the second layer was adjusted. To reduce the
e�ect of interdi�usion within the interface region, the post-
growth annealing time and temperatures were also reduced.
The e�ect of these changes has been checked using LEED,
RHEED, and XRR measurements with respect to the surface
and layer quality, and interface roughness.
The �nal LEED pattern measured at 80 eV for LSFO�nal is

shown in the inset of Fig. 8.3c, whereas Fig. 8.3a depicts the LEED image of the LSFO
layer before the transfer to the HOPSA chamber. Sharp and high contrast re�ections
indicate a good surface crystallinity. Additional RHEED and LEED images at di�erent
energies are shown in appendices D.3 and D.4. Besides the bright re�ections weak sublat-
tice re�ections are found for both LSFO layers, clearly visible in the LEED images shown
in the appendix (white arrow points to a main re�ection; red arrow points to a sublattice
re�ection). They disappear for higher energies, and thus are only caused by surface atoms.
They are caused by a surface reconstruction which appear due to symmetry breaking at
the surface where dangling bonds exist and rearrange, for instance.
A summary of all used growth parameters for each layer and sample can be found in the
appendix D.3 and D.4, respectively. All measurements performed in the following sections
are done with the same two samples.
Fig. 8.3a, and Fig. 8.3c depict the data and simulation of the in-house XRR measurements.
The parameters from the simulation are shown in Tab. 8.1, whereas the SLD z dependence
is shown in Fig. 8.3b and Fig. 8.3d. Both layers in both samples exhibit almost the same
roughness parameter, which are in the order of one atomic unit cell. As shown throughout
the whole thesis, a toplayer is necessary to simulate both samples properly. It is also clear
to see that the LSMO�nal exhibits a larger surface roughness compared to LSFO�nal,
because the re�ectivity of the former decays faster as roughness leads to di�use scattering
which no longer contributes to the specular re�ectivity. The increased roughness is most
likely attributed to the surface of the toplayer. In particular, the interface in between
both layers for both samples is not a�ected and exhibits a similar roughness. However,
one has to mention that X-rays are not suitable to distinguish between iron ions and
manganese ions, because the scattering length of both are similar, and no contrast is
provided. Interdi�usion of Fe or Mn into their counterpart cannot be probed reliably, and
is measured with EDX as presented in the next section.
Another anomaly concerns the SLD of the LSFO layer in both samples. LSFO�nal shows
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Figure 8.3: XRR measurement and simulation of LSMO�nal (a) and LSFO�nal (c), respec-
tively. (b), (d) Corresponding SLD obtained from the simulation. The data analysis was done
with GenX [52]. Both samples exhibit neglecting di�use scattering. Thus, a correction of the
specular re�ectivity was not done. Insets show a LEED image measured at 80 eV after LSFO
deposition, and for LSMO�nal before the deposition of LSMO.

a reduced SLD of the LSFO layer compared to LSMO�nal and to single layers of LSFO.
Anyhow, the out-of-plane crystal structure does not show signi�cant di�erences. The
XRD measurement of the (002) re�ection is shown in Fig. 8.4 and reveals comparable
lattice parameter for both samples which are shown in Tab. 8.2. This result is also as
expected from single layer results. However, both layers, LSFO and LSMO, have sim-
ilar lattice constants, and thus one cannot distinguish and compare both layers within
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the same sample. Nevertheless, both layers exhibit a very good crystallinity as shown in

Table 8.1: Parameters (thickness d, roughness σ) from simulation shown in Fig. 8.3 concerning
both samples, LSMO�nal and LSFO�nal, respectively.

LSMO�nal LSFO�nal

LSFO d [Å] 214.7+0.7
−0.5 207.3+0.5

−0.5

LSFO σ [Å] 4.3+0.5
−0.2 5.2+0.2

−0.4

LSMO d [Å] 182.7+1.4
−0.3 192.9+0.9

−0.6

LSMO σ [Å] 5.3+0.5
−0.1 4.0+1.0

−0.1

Substrate σ [Å] 5.5+0.3
−0.3 4.8+0.5

−0.5

Top layer d [Å] 21.4+0.2
−0.2 16.7+0.2

−0.4

Top layer σ [Å] 8.4+0.1
−0.2 5.2+0.1

−0.1

Fig. 8.4. Thickness oscillations in both samples are a result of a good surface morphol-
ogy combined with a good crystalline quality and provide information about the total
crystalline thickness of the heterostructure. In LSMO�nal, indicated by three arrows in
Fig. 8.4a pointing to minima, an additional period is present and can be attributed to the
single layer thickness, which is approximately half of the bilayer thickness, and thus twice
the oscillation period in Q space. The interference of both contributions is destructive
and leads to a damping of the bilayer oscillations at these positions.
This supports the conclusion that the bilayer system has a very good quality. LSFO-
�nal only shows a very weak second period which cannot be identi�ed. An evaluation
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Figure 8.4: (002) - measurement of sample LSMO�nal (a) and LSFO�nal (b). A θ0 correction
was applied. The thickness oscillations were analyzed by applying a sum of Gaussians, which con-
sider the distance between oscillations as a parameter. The thickness oscillations are attributed
to the total thickness. However, in (a) a second period was found (see arrows), which is iden-
ti�ed as oscillations caused by the single layers. The arrows point to the minima of the second
oscillations indicating a destructive interference which extinct the bilayer oscillation signi�cantly.

of the thickness oscillations gives 407(2)Å and 388(2)Å for LSMO�nal and LSFO�nal,
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8.1. Sample preparation and structural analysis

respectively. For LSMO�nal it is in good agreement with the parameter gained from XRR
measurement and con�rms crystallinity for the whole bilayer. In contrast, the thickness
got from the oscillations for LSFO�nal is slightly reduced. However, except of a small
part, the bilayer is crystalline and the surface morphology is good. The small part which
does not �t into the interpretation is caused by the toplayer. It shows a di�erent structure
as seen from XRR measurements in Fig. 8.3.

Table 8.2: Out-of-plane lattice parameter calculated from (002) - re�ection of the respective
sample is shown.

LSMO�nal LSFO�nal

c [Å] 3.8545(1) 3.8520(1)

Fig. 8.5 (a) shows a High-Angle Annular Dark-Field (HAADF)-STEM overview image
of sample LSFO�nal. HAADF is an imaging technique which exhibits a Z contrast and
enables to do STEM imaging element speci�c [77]. Details about the sample preparation
for the measurement and the measurement itself is shown in Sec. 5.2.7. Both the sample
preparation and the measurement was done under the coordination of Juri Barthel, ER-C
at Forschungszentrum Jülich.
The measurement shows a pseudo-cubic structure and the A- and B-site of the perovskite
structure can be identi�ed as shown in the magni�cation in Fig. 8.5b. The interface in
between LSFO and LSMO is not as sharp as expected. It exhibits a wavy and buckled
interface within a few unit cells although the contrast between both layers is low. This
is attributed to roughness and was also found for sample LSMO�nal, which is not shown
here. Nevertheless, the measured area shows a very well-ordered structure and no struc-
tural defects are visible. The spatial resolution of the instrument is about 1Å, and a
precise measurement of lateral strain is not possible, but was also not intended.
Besides the structural information also chemical information was collected through EDX.
Therefore, the spatially resolved characteristic X-ray radiation of the specimen was ana-
lyzed in order to achieve chemical imaging. For both samples, LSFO�nal and LSMO�nal,
the reversal of the approximate 2:1 ratio of Sr and La, and La and Sr, respectively, at the
interface could be estimated from the respective line intensity ratios (example is given
in appendix D.4.). However, both samples show more or less interdi�usion of Mn and
Fe within the interface region. The measurement of Fe and Mn in sample LSMO�nal
is depicted in Fig. 8.6. (a) shows the combined HAADF and EDX map, whereas (b)
shows an integrated line pro�le across the interface generated from the map in (a). The
approximated interface is indicated by a dashed line in both �gures. The maxima of
the oscillations correspond to the positions of the Fe and Mn ions, respectively, and are
described by the lattice parameter c which could be determined as 4.0(2)Å. This is in
good agreement with the XRD measurements.
LSMO�nal revealed a strong interdi�usion of Fe into the Mn layer, whereas the Mn
di�usion is limited to the interface itself and the �rst following monolayer. The Fe di�usion
to the LSMO layer is signi�cant for at least nine monolayers, and cannot be neglected.
Fe and Mn occupy the same positions in the perovskite structure in LSMO (indicated
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2 nm

(a)

(b)

LSMO

LSFO

HAADF

Figure 8.5: HAADF-STEM image of the well-ordered interface region of sample LSFO�nal in
(a). The interface is not sharp, but is slightly waved and buckled. The inset (b) is a magni�cation
to identify the perovskite structure with its A- and B-sites as indicated by colored spheres.

by red dashed lines in Fig. 8.6b). This fact evidences the interdi�usion of Fe into Mn
B-site positions of the perovskite structure near the interface. Most likely the growth
temperature of the second layer, which is LSMO, supported the interdi�usion of Fe into
the growing LSMO layer. A re-evaporation of Mn during the growth can occur and
consequently Fe can easily occupy the former Mn lattice positions.
In spite of overlap of the Fe-Kα and Mn-Kβ lines [127], a mixing of both signals cannot
explain the large signal of Fe in Mn and it is expected to be real.
In contrast, sample LSFO�nal does not show such strong interdi�usion of Fe into the
Mn-rich layer which also supports the idea that the growth mechanism itself caused the
observed e�ects, and that the stacking sequence somehow in�uences the interdi�usion
in the interface region. The corresponding results are depicted in Fig. 8.6, (c) shows
the HAADF and EDX combination, (d) the line pro�le across the interface. Signi�cant
intermixing can only be observed at the interface layer. A weak Mn signal is also observed
in one further unit cell above the interface. The very weak signal in the following unit cell
is attributed to the overlay of the La-Lγ spectral line which is very close to the analyzed
Mn-Kα transitions. In addition one has to mention that the EDX signal in general is very
weak, because only a few atoms in a layer contribute. This causes relatively large error
bars and a quantitative predication with high precision is not possible.

In summary, epitaxial heterostructures of LSMO and LSFO were prepared by a combi-
nation of HOPSA and OMBE system. They show low roughness parameter and a good
crystalline quality, but also exhibit interdi�usion of Fe and Mn within the interface region.
Intriguingly, signi�cant di�erences in the interdi�usion appear. Whereas LSFO�nal only
shows low interdi�usion, LSMO�nal exhibits interdi�usion of Fe in more than one mono-
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Figure 8.6: (a) HAADF-STEM image of sample LSMO�nal including EDX information. Mn
ions are colored light blue, Fe ions dark blue. The dashed line estimates the interface between
LSMO and LSFO. (b) laterally integrated EDX signal. A clear di�usion of Fe into the LSMO
layer is observable. (c) HAADF-STEM image of sample LSFO�nal including EDX information.
Mn ions are colored blue, Fe ions orange. The dashed line estimates the interface between LSMO
and LSFO. (d) Corresponding EDX signal. Only little interdi�usion nearby the interface can be
observed.

layer. It shows interdi�usion into at least nine monolayers from the interface. Obviously,
Fe in LSMO�nal is very mobile and di�uses into the LSMO layer easily and equal atomic
positions for Mn and Fe evidenced by EDX are found. Thus, the Fe occupies Mn sites,
and this could be related to the high Mn vapor pressure, so that Mn re-evaporates from
the surface during the growth process.
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8.2 Macroscopic magnetization

LSMO/

LSMO

LSFO

1mm

Figure 8.7: Sample holder shad-
owing during LSFO growth.

The magnetization measurements discussed in this sec-
tion were performed at MPMS unless otherwise speci-
�ed. For the measurements the sample had to to bro-
ken in order to get small sample pieces which are suit-
able for the MPMS namely approximately 20 to 30mm2

(Fig. 8.7). However, STO as an oxide is very hard and
it is not easy to cut it. A band saw was not used to
prevent the sample from magnetic contaminations. The
samples were broken with the help of a glass microscope
slide, which mostly did not result in a well-shaped sam-
ple piece. The pieces used for the measurement are not
similar and for comparison of di�erent sample types a
normalization had to be done. The surface area of the
samples was determined, and then the quantity of mag-

netic ions and the mass of the grown layers could be calculated under consideration of the
XRR thickness values. LSMO is the ferromagnetic compound and thus the magnetization
and magnetic moment per magnetic ion of the sample is attributed to this part of the
bilayer. Due to the uncertainty of the sample area and thickness as well as the top layer
which di�ers from the original LSMO the systematic error of this measurement might be
high and can reach 10%, due to error propagation of several contributions. In contrast,
the statistical error is fairly low as depicted by error bars in the corresponding plots. A
second problem is illustrated in Fig. 8.7. During LSFO growth with the OMBE system
the edges of the samples are somehow shadowed by the sample holder, but during LSMO
growth with HOPSA this problem was not present. However, this leads to a contribu-
tion of pure LSMO on STO to the signal which is not covered or bu�ered by the LSFO
layer. Thus, all measurements contain a little contribution (up to approximately 15%) of
pure LSMO on STO. Additionally, all measurements were corrected for their diamagnetic
signal.
In the previous section the structural di�erences of both samples were discussed in detail.
Especially, the interdi�usion within the interface between LSFO and LSMO is signi�cantly
di�erent, and thus the assumption that also the magnetic properties are di�erent seems
likely.
Curie temperatures TC were determined as 345(3)K for LSMO�nal and 333(6)K for
LSFO�nal, respectively, as shown in the measurements shown in Fig. 8.8. LSFO�nal
exhibits a TC which is comparable with the LSMO single layer on STO discussed and
determined as TC = 330(2)K in chapter 7. However, LSMO�nal exhibits a di�erence of
12K which is astonishing and must be related to the growth procedure itself. With regard
to the complex phase diagram of LSMO [13] an increase of TC could be a consequence of
a change in stoichiometry or structure caused by the aforementioned interdi�usion.
Firstly, the LSFO surface beneath exhibits di�erent surface properties compared to STO
which can make the change in strain, for instance. That strain in�uences the magnetic
properties which includes TC as shown by Adamo et al. [119]. Secondly, to prevent the
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system from interdi�usion the post-growth annealing was changed which can in�uence the
stoichiometry as well, because re-evaporation processes are suppressed for lower annealing
temperatures. It was decided not to do a systematic study of annealing in�uences on the
layer quality. A veri�cation with RBS was not possible as the characterization of similar
layers without signi�cant contrast is quite di�cult as mentioned earlier. In addition, EDX
could also not answer this question with su�cient accuracy.
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Figure 8.8: Magnetization measurement of LSMO�nal (a), which exhibits high Fe interdi�usion
to the LSMO layer, and LSFO�nal (b) during �eld-warming after �eld-cooling. The �eld was
applied parallel to a [100] direction of STO.

The temperature dependent magnetization measurement shows sample speci�c di�erences
as shown in Fig. 8.8. The measurement was performed during �eld-warming after �eld-
cooling (FC-FW) in di�erent magnetic �elds applied along the [100] direction of STO.
LSMO�nal as shown in (a) shows an signi�cant increase of the magnetization at the struc-
tural phase transition of STO for low applied �elds (3mT) as known from single layer
LSMO discussed in chapter 7, and is attributed to domain structure changes for unsat-
urated samples while passing the STO transition temperature due to applied strain. In
addition, the 10mT measurement shows a small demagnetization e�ect at low tempera-
ture which is also caused by the in�uence of changes in strain reported my Mota et al.
[19]. However, LSMO is actually bu�ered by LSFO which does not show any structural
changes near TSTO and it is not expected that the strain is mediated through 50 unit cells
LSFO. This e�ect is most likely attributed to the shadowing e�ect during LSFO growth
as discussed above and shown in Fig. 8.7. This e�ect is related to the edges and does not
re�ect the whole layer. It was not possible to get rid of the shadowed parts of the sample
without running the risk of losing the sample.
With regard to the M −H- measurements presented in Fig. 8.9 for di�erent �eld-cooling
�elds, the highest applied �eld (50mT) is not su�cient to saturate the samples mag-
netically. The saturation magnetization gained from the 10K M − H- measurements is
MS = 3.04(2)µB per Mn ion and is lower than the magnetization MS = 3.45µB per Mn
ion as obtained from the single layer measurement at the same temperature. However,
the �eld for reaching a saturated state is comparable (70mT). As Fe ions occupy Mn
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sites partially, the magnetization nearby the interface may be reduced and explains the
reduced saturation magnetization, which is normalized with respect to the whole LSMO
layer volume.
Heterostructures with manganite thin �lms tend to show magnetically dead-layers as
reported by Peng et al. [128], for instance. The creation of these layers is not well un-
derstood, but most likely doping of the interface by interdi�usion in�uences the double-
exchange interaction, and directly in�uences the magnetization and conductivity. Addi-
tionally, magnetic reconstructions at the interface also in�uence the creation of a dead-
layer as reported by Bruno et al. [129]. Together with the increased TC it indicates that
the layer properties are di�erent compared to the single layer and LSFO�nal sample.
LSFO�nal, where interdi�usion is not signi�cant, exhibits a magnetization in saturation of
3.5(1)µB per Mn ion. This is in good agreement with the single layer measurement. How-
ever, this sample shows di�erences in the temperature dependency of the magnetization.
As expected it shows in�uences caused by the structural phase transition at TSTO, but
also an additional decrease at around 150K for the 10mT measurement, a kink at around
240K and a slight decrease of magnetization at 150K for the 3mT measurement. The
demagnetization in both samples is most likely a consequence of an antiferromagnetic in-
terlayer coupling. The demagnetization in an antiferromagnetic coupled superlattice was
reported by Ziese et al. [130], for instance. However, this means that the TN is signi�-
cantly lower than expected and is caused by destabilization of the antiferromagnet due to
�nite size as discussed for charge ordering and the Verwey transition earlier. This e�ect
vanishes at the 50mT measurement, and thus the interlayer coupling might be weak and
can be easily overcome by an applied magnetic �eld. A further explanation is the in�uence
of the change of the charge carrier concentration caused by the LSFO Verwey transition
which would lead to a change in magnetization regarding the LSMO phase diagram by
electronic doping. A systematic study with PNR will be discussed in section 8.3, where
the depth resolved layer magnetization is a central point of discussion.
A further di�erence is an additional ferromagnetic phase which can be seen as a as a
shift in y direction of the 50mT measurement in Fig. 8.8b with a high TC. M − H-
measurements as depicted in Fig. 8.10 for temperatures up to 380K show a ferromagnetic
behavior with a coercive �eld HC = 20mT at 350K. The measurements were performed
with VSM option of the PPMS. 380K was the highest temperature which could be reached
and obviously the transition temperature of the additional phase is higher and could not
be determined. As the contribution to the overall magnetic moment is fairly low (0.1 -
0.2µB) per Mn ion it is possible that an additional ferromagnetic layer or domain with a
di�erent compound has been formed with high TC and high HC, but cannot be evidenced.
Besides the di�erences of both samples with regard to the FC-FW measurements, theM−
H- measurements at low temperatures show signi�cant di�erences. Sample LSMO�nal
does not show a strong temperature or �eld-cooling dependence as shown in Fig. 8.9.
However, a small change in anisotropy can be found as the squareness S changes. S is a
measure for anisotropy in the system and de�ned by S = Mr

MS
, the quotient of remanence

and saturation magnetization. The squareness shows an increase below TSTO from 0.78 to
0.85. A brief introduction of magnetic anisotropy is given in section 2.5. The anisotropy
change is caused by the structural changes in STO as interpreted as strain anisotropy.
Furthermore, an exchange bias e�ect withHE = −1mT could be measured, where the �eld
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Figure 8.9: M − H- measurements of LSMO�nal. (a) shows hysteresis loops at di�erent
temperature after �eld-cooling at 3mT. (b) depicts hysteresis loops measured at 10K after �eld-
cooling in di�erent �elds. A slight shift of the loop towards negative �elds indicates an exchange
bias e�ect at 10K. To ensure saturation all measurements were done up to ±1T. The �eld was
applied parallel to a [001] direction of the substrate.
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Figure 8.10: M −H- measurement of the high-temperature region of sample LSFO�nal. Even
at 380K a ferromagnetic hysteresis is present which lies well above TC of LSMO. This is an
indication of an additional ferromagnetic phase with high coercive �eld HC (dashed line) and
high TC. Measurements were performed at PPMS-VSM.

HE is known as exchange �eld. This supports the assumption that a interlayer coupling,
although very weak, is present in the system. However, a �eld-cooling dependency, which
can usually been found in exchange bias systems [36], could not be observed. Those
measurements after cooling in di�erent �elds are shown in Fig. 8.9b. Furthermore the
hysteresis loops are symmetric, which suggests an uniform magnetization reversal process
for all branches. A PNR measurement (Sec. 8.3) with polarization analysis could show
that a magnetization rotation rather then a domain wall motion is present with regard to
Fitzsimmons et al. [131] and Paul et al. [132], who investigated the asymmetric reversal
of magnetization of exchange biased systems.
In contrast to sample LSMO�nal, LSFO�nal shows a signi�cant temperature dependence
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Figure 8.11: M − H- measurements of LSFO�nal after zero-�eld-cooling and �eld-cooling in
1T applied along [001] at 110K. The measurement was done between ±1T as shown in (a). The
closer look depicted in (b) revealed an unusual behavior, known as inversed magnetic hysteresis.

of the hysteresis loops. Fig. 8.11a shows a M − H- measurement after zero-�eld and
�eld-cooling at 1T measured between ±1T and ∓1T. At 110K a FC-FW dependence
is not present and both measurements are comparable. The magnetic hysteresis loop
shows a magnetic saturation of MS = 3.3(2)µB per Mn ion above 300mT, whereas the
coercive �eld with 0.1mT is fairly small and also at the resolution limit of the MPMS.
The reason for the high magnetic �eld, which is necessary to reach magnetic saturation,
is attributed to one or more anisotropy directions of the sample. It seems most likely
that not the easy axis was measured, and thus the principal crystal direction [001] of the
substrate, which was aligned parallel to the applied �eld, is not an easy anisotropy axis in
the underlying system. Besides the magnetocrystalline anisotropy, which would prefer an
alignment parallel to a high-symmetry axis, shape and surface anisotropy play a crucial
role as discussed in section 2.5, especially for thin �lm systems. The anisotropies cannot
be predicted for the underlying system and have to be further investigated as discussed
later on.
Fig. 8.11b is a zoom on the region around zero �eld. It shows an inverted hysteresis.
The system switches to a state with opposite magnetization before the �eld reverses.
Both measurements show this behavior, and the measurement is reproducible, which
should cancel out any instrument related artifacts. Furthermore the coercive �eld is very
small, 0.1mT, which indicates that the coupling between both layers is weak and can be
in�uenced by rather small �elds.
Whereas the 110K measurement does not show a signi�cant �eld-cooling dependence shift
of the hysteresis, the 10K shows this behavior clearly (see Fig. 8.12). For each cooling �eld
the sample was reset by heating it to 350K which is above TC to exclude a training e�ect.
However, one has to remember that LSFO�nal shows an additional ferromagnetic phase
(Fig. 8.10) which persists also at 350K, but higher temperatures could not be reached
with the MPMS system due to instrument limitations. The hysteresis was measured from
1T to -1T and back directly after the �eld-cooling procedure and was measured only once.
A cycle dependence, which considers a training e�ect, for instance, was not measured, but
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Figure 8.12: M −H- measurements at 10K of LSFO�nal after �eld-cooling. The measurement
was done from ±1T starting from positive �eld. A zoom on an interesting region is given
in (a). (b) shows �eld-cooling �eld dependence in the exchange bias �eld and coercive �eld,
respectively. The coercive �eld is de�ned as HC = (HC2 −HC1)/2 and is used to compare the
di�erent measurements.

is planned for future experiments.
The hysteresis shift is attributed to an exchange bias e�ect with an exchange �eld HE.
The occurrence hints to a presence of an interlayer coupling either antiferromagnetically
or ferromagnetically between LSFO and LSMO. It shows the highest value for the lowest
�eld, and the coercive �eld changes accordingly (Fig. 8.12b). The antiferromagnet is
usually highly dependent on the applied �eld upon cooling below the Néel temperature
TN as reported by Nogués et al. [36]. Antiferromagnetic domains develop in principal
crystal lattice direction, or distinct anisotropy directions. Anyhow, the stability of the
antiferromagnet could be reduced due to the �nite thickness of the layer, and thus it
can easily be in�uenced by an applied �eld. As mentioned earlier, the charge ordering
and consequently the Verwey transition is highly dependent on the layer thickness, which
gives rise to the assumption that the antiferromagnetic ordering is also in�uenced and
thus destabilized by this (see section 6.3). This could lead to an additional ferromagnetic
component within the actual antiferromagnetic LSFO via spin canting. In Fig. 8.12b the
�eld-cooling dependence of HE and HC suggests that probably higher applied FC �elds
suppress the exchange bias e�ect, which has not been measured yet.
Exchange biased systems are known for asymmetric magnetic reversal mechanism which
could be shown by Fitzsimmons et al. [131] and Paul et al. [132]. They could show via
PNR that magnetization rotation is present for the one, and domain wall motion for the
other direction of magnetization. The sample LSFO�nal exhibits a very low coercive �eld,
especially the 110K measurement, HC, and thus a PNR measurement with consideration
of four spin channels (spin-�ip, non-spin-�ip) was not successful, because of the necessary
neutron guide �eld of a few mT, which was su�cient to reverse the magnetization of
the sample. To maintain the sample size, the macroscopic magnetization measurements
were performed after the neutron measurement and no information about the magneti-
zation behavior could be considered for planning the PNR measurements. Reducing the
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neutron's guide �eld would lead to a depolarization of the neutron beam, and the signal
cannot be evaluated correctly with respect to spin- and non-spin-�ip contributions.
Furthermore, it can be seen that the shape of the hysteresis loop is also cooling �eld
dependent. The aforementioned asymmetric hysteresis loop changes while increasing the
applied �eld. The clearest change of shape is found in the �rst quadrant of the hystere-
sis loop coming from negative �eld to positive �eld. The lowest �eld 3mT shows a soft
edge upon increasing of the applied �eld to reach saturation. For the �elds up to 35mT
an additional reversal point is observable. It seems that this reversal point diminishes
upon increasing the �eld, and higher �elds lead to a sharpening of the edge, but do not
exhibit an additional reversal point. It is intriguing that the largest change appears for
a cooling �eld of 35mT, the same �eld for which the enhanced high temperature mag-
netization is observed as depicted in Fig. 8.10. Probably, this additional ferromagnetic
phase is switched and aligned in �eld direction for higher �elds and in�uences the mag-
netization process. Another percularity is the magnetization in the left upper quadrant.
Upon reducing the �eld from 1T to -1T only very small �eld-cooling dependencies are
observable. The connection between the additional magnetization at high temperature
and the hysteresis loops at low temperature as well as the shift of the coercive �eld at
10K for increasing �elds seems quite intriguing.

Approaches of explanation

The observed e�ects in LSFO�nal are quite fascinating, and thus possible explanations
will be discussed in the following part. However, they are speculative and further mea-
surements have to be considered to �nd evidences to support or disprove the possible
explanations.
An inverted hysteresis as observed at 110K for LSFO�nal is known in literature and re-
ported by Ziese et al. [130] and Valvidares et al. [133], for instance. The inversion of
the hysteresis can have several reasons. One possible mechanism is shown in Fig. 8.13. It
contains the assumption that the interlayer coupling of LSFO and LSMO is antiferromag-
netic and the stability of the antiferromagnetic ordering in LSFO is reduced at least in the
interface region as discussed in chapter 6.3 and expected from the FC-FW measurements.
At high applied �elds all spins in the ferromagnetic LSMO layer, and a part of the usually
antiferromagnetic ordered spins of LSFO, are aligned in �eld direction.
While reducing the magnetic �eld the switched antiferromagnetic coupled layers can re-
order antiferromagnetically, but the ferromagnetic LSMO is still aligned in �eld direction
due to its low coercive �eld. Further reducing the �eld leads to a domination of an anti-
ferromagnetic interlayer coupling while reducing the Zeeman interaction with the external
�eld. This switches the ferromagnetic moments of LSMO, which is fairly soft with a co-
ercive �eld of HC = 0.8mT. Thus, the magnetization is reversed without reversing the
applied �eld. The di�erent shapes of the edges are caused by the antiferromagnetic spins
which have to be aligned in �eld direction against their super-exchange interaction. The
backward path is equal. The jump of magnetization in both direction is approximately
1.5µB per Mn ion. It means that about half of the spins �ip due to the antiferromagnetic
interlayer coupling (see Fig. 8.8b) and a high correlation length is present. However, the
averaged magnetic moment carried by an iron ion in LSFO is 3.7µB and consequently the
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Figure 8.13: One possible explanation of the inverted hysteresis in the system, where an
antiferromagnetic interlayer coupling is assumed. The interface is indicated by a dashed line.
Red arrows are magnetic spins in LSFO, black arrows indicate the spins in LSMO.

magnetization in saturation should be higher except if only a few antiferromagnetic layers
contribute to this e�ect and the antiferromagnetic ordering remains stable in a large part
of the overall thickness of the layer.

A second possible mechanism considers at least two di�erent competing anisotropies. As
introduced, di�erent anisotropy contributions, namely, the magnetocrystalline anisotropy,
shape anisotropy, or exchange anisotropy, for instance, determine the magnetic properties.
However, the symmetry for each anisotropy can be di�erent. The interplay between all
anisotropies can signi�cantly modify the magnetization reversal processes as reported by
Zhang [134]. This means that at 1T all spins are aligned in �eld direction and saturation
is reached. Reducing the �eld makes another anisotropy direction preferable, and the
spins align into this direction, which leads to a magnetization reversal. Increasing the
�eld to reach the opposite saturation leads to an alignment of spins in �eld direction, but
�rst it is necessary to overcome the anisotropy energy, which explains the rounded edge
of the hysteresis loop. This process is invertible, which thus leads to symmetric inverted
hysteresis loops.

That the anisotropy is the driving mechanism is supported by the 10K measurement
shown in Fig. 8.12a, where an inversed hysteresis is not observable. As discussed in chap-
ter 7 the structural phase transition from cubic to tetragonal in�uences the magnetic
properties in LSMO including the strain anisotropy. To fully understand the magneti-
zation a systematic study of the anisotropy, both in-plane and out-of-plane direction is
necessary. However, such a study is not part of this thesis.

Besides the macroscopic magnetization one is also interested in the depth resolved tem-
perature dependent magnetization and the determination of the magnetization reversal
of the LSMO�nal sample, which was already mentioned during the interpretation of the
underlying hysteresis curve. The layer magnetization characterization was done by PNR
with polarization analysis.
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8.3 Layer magnetization

8.3.1 Depth-resolved magnetization

Sample modeling for neutron data evaluation

The polarized neutron data evaluation for the depth resolved magnetization was done
with GenX [52] which uses an adaptive layer segmentation model. One main advantage
of using this model is the separation of the nuclear and the magnetic part of the sample's
SLD, which enables one to chose the magnetic layer parameter individually as depicted in
Fig. 8.14. Additionally, to reduce the number of free parameters the following connections
between nuclear and magnetic layer thickness were used:

dLSFO = dML1

dinterlayer = dML2

dLSMO = dML3 + dML4

dTOP = dML5.

The layers ML2 and ML3 are used to describe the transition regions and take into account
that the magnetization at the interface can vary from the bulk properties. At the interface
region of the LSFO layer (ML2 and ML3) the magnetization might be reduced or even
vanish, known as magnetic dead layer behavior. This is reported by Peng et al. [128], for
instance. Furthermore, the in�uences due to electronic doping can also be considered here.
The thicknesses of these magnetic layers are varied during �tting and the magnetization
was �tted individually for each magnetic layer. However, the shown model was a starting
point and is shown for the sake of completeness. It was adjusted with respect to the
resulting �t as discussed in the following part. The model for LSMO�nal was chosen
likewise and is not shown here.

STO

LSMO

LSFO

Interlayer

TOP

non-magnetic

ML1

ML2
ML3

ML4

ML5
nuclear magnetic

Figure 8.14: Sample model for LSMO�nal. It is divided into a nuclear and magnetic part. Due
to intermixing e�ects between LSMO and LSFO an interlayer was introduced which considers a
Fe loaded LSMO phase as seen from EDX measurements.
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Polarized neutron re�ectometry quanti�es the laterally averaged scattering length density
perpendicular to the sample surface. Usually several parameters like thickness, roughness,
density, and structure of the chemical unit cell determine the nuclear scattering length
density (NSLD), whereas the magnetic scattering length density (MSLD) depends on the
magnetization per chemical unit cell and magnetic roughness. Therefore any model needs
a large number of parameters, which can be strongly correlated. Hence each re�nement
must be reviewed carefully. Even if the goodness of �t seems to be satisfactory, the
interpretation of PNR can be ambiguous due to parameter correlations. This means
that within the used model, for instance, it is not clear whether a high roughness or an
interlayer/top layer with reduced or enhanced density determines the SLD as considered.
The ambiguousness somehow limits the reliability of the used model, and as far as possible
the parameters are linked together to reduce the number of independent parameters.

Neutron data evaluation

Investigations with polarized neutron scattering of the temperature dependency of the
depth-resolved magnetization were done at PBR re�ectometer at NCNR. A short de-
scription of the instrument and the used setup is given in Sec. 5.3.5, and the scattering
geometry is explained in Sec. 3.7. As PBR uses a point detector, information about
di�use scattering was not provided, but also not expected considering the good surface
morphology revealed from XRR measurements. During the investigation of the magneti-
zation reversal mechanism (section 8.3.2) at MARIA it could be shown that the di�use
scattering can be neglected for temperatures above TSTO. However, in general one always
measures the sum of di�use scattering and true specular re�ectivity.
To maintain the full sample size for neutron scattering, the samples were not characterized
prior to the PNR measurements and magnetic values from older samples, which exhibited
worse quality, were used in order to optimize the measurement. The used 110mT mag-
netic �eld is not su�cient to saturate the sample as seen in the last section, where the
macroscopic measurements are discussed, but was used for the all measurements at PBR.
The measurement was started after �eld-cooling in 110mT to 10K. STO undergoes an
antiferrodistortive phase transition, whose consequence is an increased roughness (as one
can see at the 100K measurement shown in appendix D.4.4) of the sample. This makes a
reliable investigation not possible due to o�-specular scattering, which damps and smears
the thickness oscillations. Measuring above TSTO was necessary to investigate the spec-
ular re�ectivity without doing a correction for di�use scattering. The limitations of the
temperature range limited the accessible resistivity range to approximately four orders
of magnitude instead of eight for the whole temperature range (Fig. 6.36b). This limita-
tion may reduce the characteristics of the e�ect and thus it is di�cult to measure in the
neutron re�ectivity.
Fig. 8.15 shows the normalized re�ectivity measurements of sample LSMO�nal and LSFO-
�nal for three selected temperatures. Additional temperature steps for sample LSFO�nal
are shown in Appendix D.4.4. Sample LSMO�nal was measured with a smaller Qz range
due to beamtime limitations. Additionally, the accessible Qz range for a neutron experi-
ment is signi�cantly smaller compared to an X-ray experiment. The reason is the neutron
�ux and/or a larger penetration depth of neutrons, for instance.

125



Interface e�ects in La1/3Sr2/3FeO3/La2/3Sr1/3MnO3 heterostructures

1e-05

0.0001

0.001

0.01

0.1

1

10

100

1000

10000

100000

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

R
e�
ec
ti
vi
ty

Qz [Å−1]

110K

200K

250K

LSMO�nal

R++
R−−

Simulation

(a)

1e-05

0.0001

0.001

0.01

0.1

1

10

100

1000

10000

100000

0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16

R
e�
ec
ti
vi
ty

Qz [Å−1]

150K

200K

250K

LSFO�nal

R++
R−−

Simulation

(b)

Figure 8.15: PNR measurements and simulations of sample LSMO�nal (a) and LSFO�nal
(b) at di�erent temperatures for both non-spin-�ip channels. The red dotted line indicates
the Qz position used for the MARIA experiment. The measurements were performed at the
PBR instrument after �eld-cooling in 110mT. Due to the STO structural phase transition,
which causes a signi�cantly increased roughness, the measurement was started above this phase
transition. The re�ectivity curves are shifted by a factor of 100. The errorbars are scaled with
respect to the lowest measurement. All parameters gained from the re�nements are listed in
appendix D.3.4 and D.4.5. Additional temperatures for LSFO�nal are shown in appendix D.4.4.
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8.3. Layer magnetization

Both samples show a di�erence for both re�ectivities R++ and R−−, which evidences an
underlying magnetization in the system. The nuclear and magnetic SLDs, named SLDN

and SLDM, are connected as follows:

SLD++ = SLDN + SLDM

SLD−− = SLDN − SLDM

Here the magnetization is aligned parallel to the polarization of the incoming neutron
beam. Sample LSFO�nal shows a shorter oscillation period for the R++ re�ectivity com-
pared to the R−− contribution, which cannot be found in sample LSMO�nal. This dif-
ference is a consequence of the di�erent interlayer, which exhibits di�erent interdi�usion
behavior as described in the prior sections. In sample LSMO�nal, a fairly thick interface
region with high iron di�usion could be found, whereas the interdi�usion in sample LSFO-
�nal is restricted to a maximum of two unit cells. The di�erence of the R++ channels in
both samples is most likely a consequence of the di�erent expansion of the interface, which
smeared the oscillations in LSMO�nal. Both samples show more pronounced minima in
the R++ re�ectivity compared to the R−−, especially the �rst and third one.
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Figure 8.16: Real part of nuclear and magnetic scattering length densities (NSLD and MSLD)
from simulation of LSMO�nal (a) and LSFO�nal (b) for di�erent temperatures. A height of 0Å
is calibrated to the surface of the substrate. LSMO�nal shows a reduced magnetization in the
interface region and top region, whereas LSFO�nal exhibit a homogeneously magnetized LSMO
layer. The expansion of the interface region corresponds to the TEM measurements as shown.

The neutron data evaluation was done with the introduced model shown in Fig. 8.14,
which was implemented in GenX. It quickly emerged that this model could be simpli�ed,
because the re�nement of the data converged for a zero thickness of the assumed magnetic
layers. For sample LSMO�nal the magnetic layer ML1 was set to zero magnetization. In
LSFO�nal only ML1 remained, which corresponds to the complete LSMO layer thickness
as discussed later on. The rather complex model was �rst introduced, because of the
completely unknown magnetization pro�le of the sample.
The re�nement of LSMO�nal revealed an inhomogeneous magnetization of the LSMO
layer, which is caused by interdi�usion of iron into the LSMO as seen from STEM and
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EDX measurements discussed in Sec. 8.1. From the simulation an averaged interlayer
thickness of 35(3)Å can be found, which is in good agreement with estimated depth of
di�usion from the EDX measurements, which is roughly 9 unit cells (35Å). This interlayer
exhibits also a reduced magnetization mML3 as shown in the SLD plot. The temperature
dependant NSLD and MSLD are shown in Fig. 8.16 and the magnetization values are
listed in Tab. 8.3. The very small artefact at around 260Å in sample LSMO�nal does
not have any signi�cance and lies within the error of the simulation. The reduction
of the magnetization is most likely a consequence of iron interdi�usion. Chérif et al.
[135] reported a reduced TC and in�uences on the magnetic properties for iron doped
LSMO. Whereas TC depends on the exchange interaction, the reduced moment in the
interlayer originates from the additional electron provided by the iron interdi�usion and
hence is a single ion e�ect. As no signi�cant di�use scattering was found with the MARIA
measurement (discussed in the next section), it can be assumed that the interlayer has
rather an intrinsically reduced magnetization than a highly increased magnetic roughness
with lateral correlations. The latter case would increase the amount of di�use scattering
signi�cantly.
LSFO�nal does not exhibit evidences of a reduced magnetization within the interface and
does also not show strong interdi�usion. This supports the assumption that interdi�usion
in�uences the magnetization signi�cantly. Furthermore the top layer magnetization mML5

in LSMO�nal is also signi�cantly reduced through approximately 5−8 monolayers. mML5

is very sensitive to the total re�ection angle and is thus not highly correlated to other
parameters. Peng et al. [128] investigated magnetically dead layers in LSMO/STO,
which are attributed to interfacial doping, and oxygen vacancies, which directly change
the double exchange interaction. As XRR and PNR results indicate a reduced density, and
oxygen de�ciency in the top layer, it is suggested to attribute the reduced magnetization
to the top layer as changing mML5 would shift the plateau of total re�ection as discussed.
The density reduction of the toplayer is discussed in the single layer sections in detail.
Furthermore table 8.3 shows the averaged magnetization of the magnetic LSMO layer,
whereas all other re�nement parameters are summarized in appendix D.3.4 and D.4.5.
This also includes the interlayer and top layer of sample LSMO�nal, which carry a reduced
magnetization. To average the di�erent contributions found in LSMO�nal the equation

µ̄ =

∑
i µi · di · ρi · zi∑
i di · ρi · zi

can be used, where ρi is the density, di the thickness, µi the magnetization per unit cell,
and zi the fraction of magnetic atoms in one unit cell.
The calculated magnetizations are in good agreement with the macroscopic magnetization
measurements, whose values are listed in Tab. 8.4. However, no indication, within the
errors of the re�ned parameters, is found that evidences a clear temperature dependency
caused by the resistivity change of LSFO. The roughness parameters for LSMO�nal are
larger compared to the XRR which can have several reasons. The roughness parameters
in the PNR simulation also contain a magnetic roughness parameter. Furthermore X-ray
and neutrons as probes are not equally sensitive to the ions in the underlying compound.
Whereas the contrast in the XRR measurement is mainly caused by strontium and lan-
thanum, the contrast in neutron measurements is provided by all ions, especially by iron
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8.3. Layer magnetization

Table 8.3: Averaged magnetization per unit cell of the LSMO layer in sample LSMO�nal and
LSFO�nal for di�erent measured temperatures.

LSMO�nal LSFO�nal
T [K] M [µB/uc] M [µB/uc]

100 - 3.13+0.14
−0.20

110 2.88+0.12
−0.12 -

150 - 2.75+0.09
−0.12

190 - 2.75+0.16
−0.13

200 2.76+0.09
−0.09 2.77+0.12

−0.09

210 - 2.75+0.09
−0.19

250 2.23+0.13
−0.13 2.39+0.22

−0.20

Table 8.4: Magnetization in saturation obtained from aM−H-measurement at 110K discussed
in Sec. 8.2.

LSMO�nal LSFO�nal
M [µB/uc] M [µB/uc]

3.0(1) 3.3(2)

and manganese. The EDX measurement discussed in the last section shows a clear in-
terdi�usion of iron in the LSMO layer, but no clear deviation of the expected lanthanum
to strontium ratios in the LSMO and LSFO layer. Thus, XRR is not sensitive to the
interdi�usion, but PNR is. The roughness is assumed to have the extent of several mono-
layers, but a clear distinction between roughness and the introduced layers with reduced
roughness is hardly achievable as discussed in Sec. 8.3.1 brie�y. Besides these reasons, the
di�erent collimation and penetration of X-rays and neutrons leads to probing di�erent
correlations. Especially for the deep interfaces one achieves high sensitivity at high Qz.
In contrast to sample LSMO�nal, LSFO�nal shows signi�cant di�erences. The simulation
revealed that the LSMO layer is homogeneously magnetized, and no indication for a
reduced magnetization could be found. Some re�ectivity measurements are depicted in
Fig. 8.15. Furthermore, the reliability of the simulation of sample LSMO�nal is smaller
compared to sample LSFO�nal, because a smaller Qz range was performed and especially
e�ects deep in the sample are not probed thoroughly.
As brie�y addressed neutron and X-ray measurements show signi�cant di�erences, and
additionally X-ray measurements were performed always at room temperature. Thus, a
simultaneous re�nement of X-ray and neutron data was not successful. It was intended
to avoid over interpretation of the neutron re�ectivity.

8.3.2 Magnetization reversal mechanism of sample LSMO�nal

An investigation of the magnetization reversal process was measured with MARIA at MLZ
with polarization analysis in order to measure the non-spin-�ip and spin-�ip channels.
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The signi�cantly increased roughness below TSTO made it necessary to stay above this
temperature. The coercive �eld of LSFO�nal at 110K is smaller than 0.1mT (Fig. 8.11),
thus a measurement of the magnetization reversal process is not possible, because the
neutron guide �eld is in the range of a few mT. As mentioned earlier the guide �eld is
necessary to maintain the polarization of the neutrons. Reducing the guide �eld would
lead into a partial depolarization of the neutron beam, which in�uences the data and
analysis, because one does not know whether the neutron �ipped prior being scattered
from the sample or after. Furthermore controlling such small magnetic �elds is also a
practical problem, because it is hardly ever controllable. Especially, because a direct
measurement of the applied magnetic �eld at the sample position is not possible.

LSMO�nal exhibits a coercive �eld of 8mT at 110K, which is larger than the neutron
guide �eld (Fig. 8.9). The sample was cooled in a �eld of 1T, which is aligned parallel
to the neutron polarization. After reaching 110K the sample was saturated in opposite
direction with a �eld of 1T, then the magnetic �eld was set to a value comparable to
the neutron guide �eld. An explanation of the measurement of half of a hysteresis loop
is depicted in Fig. 5.14. Because of limited beamtime and to probe the magnetization
reversal thoroughly only one Qz = 0.017Å

−1
value was measured. The used position is

marked by a red dotted line in Fig. 8.15a. This Qz value lies above the critical angle
and shows a large di�erence at magnetic saturation between the non-spin-�ip channels as
shown in the PNR measurement shown in Sec. 8.3.1.

Fig. 8.17a shows the magnetic �eld dependence of the re�ectivity at the mentioned Qz

value for the di�erent spin channels. During the measurement the magnetic �eld was
measured not at the sample position, which leads to slightly smaller measured �eld.
Thus, the magnetic �eld was recalibrated with respect to the MPMS measurements.
After �eld cooling to 110K in 1T (antiparallel to the neutron beam polarization) the
�eld was reduced and reversed, which leads also to a magnetization antiparallel to the
applied �eld. This is shown in Fig. 8.17b(1). Data was recorded for �elds parallel to
the guide �eld of µ0H < −3mT. The lowest (negative) �eld shown in Fig. 8.17a lies
below the guide �eld and as a consequence the neutron polarization is not maintained,
which explains the �uctuations here. Increasing the negative �eld towards the coercive
�eld, R−− drops sharply, and the R+− and R−+ re�ectivities increase signi�cantly. A
further increase of the �eld (µ0H < µ0Hc = −8.15mT) leads to a quick raise of the
R++ re�ectivity, while R−− remains now constant. The intensity in the spin-�ip channels
R+- and R-+ decreases and almost reaches zero. However, a �ipping ratio correction has
not been done. At the coercive �eld, R++ and R−− are equal, because of a vanishing
magnetization contribution parallel to the magnetic �eld, instead the spin-�ip intensity
reaches a maximum. This corresponds to the case that the magnetization is rotated
perpendicular to the neutron beam polarization (8.17b(2)). The di�erence between R++

and R−− at saturation (described by 8.17b(3)) is very close to the sum of R+− and R−+ at
the coercive �eld, which indicates a coherent rotation of the magnetization. The missing
di�use scattering during the magnetization reversal process provides further evidence
against a reversal process through domain wall movement. An example detector image
of the uu (++) channel is shown in Fig. 8.18. This measurement was taken at -10mT,
which is between the coercive �eld and the saturation �eld. The lower �gure depicts a

130



8.3. Layer magnetization

0

0.2

0.4

0.6

0.8

1

-50 -45 -40 -35 -30 -25 -20 -15 -10 -5 0

R
e�
ec
ti
vi
ty

µ0 ·H [mT]

110K after FC in 1T

Hc

R++
R−−
R+−
R−+

(a)

H = Hc

Hguide

H >> Hc

H << Hc

1

2

3

(b)

Figure 8.17: (a) 110K PNR hysteresis measurement with polarization analysis of LSMO�nal.
The coercive �eld was recalibrated with respect to the MPMS measurements. (b) Sketch which
describes the reversal process in three steps found in sample LSMO�nal.

summation of all vertical pixels. The slight asymmetry is caused by a small misalignment
of the sample. However, di�use scattering does not appear during the magnetization
reversal of the sample. A �eld of 1T was applied to ensure saturation, but not measured,
and then measured back from a �eld of −50 mT. The sketch depicted in Fig. 8.17b
shows the process of magnetization reversal for the saturated state antiparallel to the
neutron polarization (H << HC), the state of perpendicular magnetization (H = HC),
and a magnetized state along the neutron polarization which sets in at H >> HC. The
backward measurement follows the forward measurement after reaching saturation and is
not shown for a better visibility. Anyhow, a reversal of the magnetization on the backward
measurement is not expected under consideration of the measured hysteresis loops.

131



Interface e�ects in La1/3Sr2/3FeO3/La2/3Sr1/3MnO3 heterostructures

I
[c
ou
nt
s]

Pixel

200

300

400

500

600

700

800

0

1

2

3

4

5

6

7

I
[c
ou
nt
s]

µ0H = −10mT, T = 110K

200 300 400 500 600 700 800
0
200
400
600
800

µ0H = −10mT, T = 110K

Figure 8.18: MARIA detector image of one single measurement of the non-spin-�ip uu channel.
The lower �gure shows an integration along the y pixel axis. The small asymmetry of the peak
comes from a slight misalignment of the instrument. No indication for strong di�use scattering
in x-direction (lateral) is observable.

8.4 Conclusion

The growth of La1/3Sr2/3FeO3/La2/3Sr1/3MnO3 and La2/3Sr1/3MnO3/La1/3Sr2/3FeO3 on
the substrate SrTiO3 was investigated. Both types of samples exhibit a high crystallinity
and good surface morphology. The samples are named LSMO�nal and LSFO�nal, cor-
responding to their second grown layer. Whereas La2/3Sr1/3MnO3 (LSMO) is a ferro-
magnetic layer, whose magnetic properties can be tuned by stoichiometry or epitaxial
strain, the La1/3Sr2/3FeO3 (LSFO) layer features antiferromagnetism and a Verwey tran-
sition accompanied by a charge disproportionation and ordering of the Fe ions. The low
strain between both layers helps one to study mainly the charge degrees of freedom at the
interface.
Due to technical issues di�erent deposition techniques had to be used for the di�erent
layers. LSMO was grown under high oxygen partial pressure by RF sputtering (HOPSA),
whereas LSFO was grown by a state-of-the-art OMBE system using co-evaporation from
e�usion cells. Exposing the �lms to atmospheric conditions for the sample transport
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between both growth chambers does not a�ect the growth as evidenced by in-situ and
ex-situ methods like LEED, RHEED, XRD, and XRR.
The interface morphology and magnetic properties depend strongly on the used growth
order of the layers. The sputtering deposition of LSMO on LSFO resulted in a strong
interdi�usion of iron into the growing LSMO layer. The interdi�usion reaches at least
nine monolayers into the LSMO layer. Ex-situ EDX analysis was crucial to elucidate the
chemical structure as the X-ray re�ectivity method exhibits a lack of sensitivity due to
the vanishing contrast between manganese and iron ions. Polarized neutron re�ectometry
revealed an interface layer of similar thickness with a distinct magnetization as compared
to the remaining part of the LSMO layer. The slight di�erences in TC and the in-layer
magnetic scattering length density might be attributed to small variations in the layer
stoichiometry. LSMO�nal does not show any relevant �eld-cooling or temperature de-
pendencies in M −H- curves. The LSFO�nal sample features a much narrower interface
and interdi�usion is restricted to the �rst two monolayers at maximum. Furthermore,
the EDX analysis con�rms that iron does not di�use into the LSMO layer, and also a
di�usion of manganese into the LSFO could not be found. The sharper interface results
in a re�ectivity with more details due to the stronger contrast. The signi�cantly sharper
interface in sample LSFO�nal leads to an interlayer coupling and an exchange bias e�ect
could be measured with magnetometry. The occurrence of the exchange bias e�ect veri�es
an existing ferromagnetic-antiferromagnetic interface coupling which is either ferromag-
netic or antiferromagnetic. A direct proof of the antiferromagnetic ordering in the LSFO
layer is still missing and needs further e�orts in sample preparation. Furthermore �eld
dependence of this sample varies strongly with temperature. Especially the occurance
of an inversed hysteresis is astonishing, because such behavior is only reported rarely in
literature. However, the observed properties show the large diversity of transiton metal
oxides, which can be in�uenced and tuned in many ways.
One possible explanation of an inverted hysteresis can be found in competing anisotropy
directions, for instance, shape and surface as well as magnetocrystalline anisotropies.
Especially, in thin �lm systems the in�uence of shape and surface anisotropy can be
signi�cant and may change the magnetic properties.
The shape of the hysteresis loop at 10K is di�erent and changes its behavior with the ap-
plied magnetic �eld during �eld-cooling. An explanation for this behavior is still missing,
but can also likely be attributed to the anisotropy conditions in the system. Magne-
tocrystalline, shape, and surface anisotropy determine the magnetic properties in thin
�lm systems and can be easily in�uenced by strain, chemical interdi�usion, and oxygen
vacancies, for instance. The di�erence of the magnetization in LSFO�nal could strengthen
this assumption. While passing the cubic to tetragonal phase transition of STO, the in-
�uences of the magnetic properties of LSMO appear clearly as discussed earlier.
Polarized neutron re�ectometry could not evidence an e�ect of electronic doping as an-
ticipated at the beginning. The reason for the absence of the expected e�ect of electronic
doping due to the resistivity change is not clear as several reasons are possible as discussed
in the last sections. One crucial problem is the limitation of the accessible temperature
range due to the structural phase transition of the used substrate, which also limits the
probed resistivity range. Thus, the extent of the expected e�ect is also reduced, which
probably makes an investigation problematic. Another reason is in the degree of the
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interlayer interdi�usion resulting in no or only a weak coupling between both deposited
layers.
From the �eld dependent re�ectometry with polarization analysis the magnetization re-
versal process in LSMO�nal could be attributed to rotating rather than domain wall
motion. The strong interdi�usion in this sample results in a featureless di�use scattering
showing no lateral magnetic correlations. Due to the small coercive �eld, the remagne-
tization process in LSFO�nal could not be studied. Temperatures below TSTO were not
measured because of the appearance of increased surface roughness.

8.5 Outlook

Several questions remained after analyzing the data gained from MPMS, EDX, and PNR,
for instance. One crucial point is the combination of two di�erent growth methods, which
were necessary due to technical problems. To avoid contamination and additional heating
and cooling procedures it is planned to overcome the problems with the OMBE system
in order to achieve perfect layers, which could show a better interlayer coupling as the
interdi�usion and contamination can be reduced. Thus, technical problems concerning
the manganese e�usion cell have to be solved and the growth processes have to be op-
timized to achieve atomic sharp interface whose interlayer coupling is most likely more
pronounced. Another important route is the substitution of the substrate. The used
STO substrate with its structural phase transition in�uences the magnetization and the
surface morphology of the grown samples. Thus, one can use a substrate, which exhibits
a similar lattice constant that �ts to the LSMO and LSFO lattice parameter, and does
not show any structural transition from 350K to 10K. Possible candidates are LaGaO3

or scandates as DyScO3 as reported by Schlom et al. [136]. This enables the access to
the full temperature range in PNR experiments. (as discussed, STO shows an increased
roughness below TSTO, which makes a re�ectivity measurement di�cult). An additional
point is the counting time for each temperature, which was quite short in order to measure
enough temperature steps for both samples. An increase of the measurement time would
increase the statistics especially for high Qz values and a small e�ect can be found more
reliably. Another growth related solution is the growth of thick single layers. As discussed
in Sec. 6.3 the Verwey transition is smeared for thickness below a certain limit. Thicker
layers could not be grown in order to avoid this problem. Additionally, a proof of the
antiferromagnetic ordering in LSFO has to be done experimentally, which is quite chal-
lenging, because the mass of thin �lms is very small and lies in the region of µg. However,
high resolution neutron di�ractometer should be suitable to proof the antiferromagnetism
properly.
It is also necessary to perform a systematic study of the magnetic anisotropies both in-
plane and out-of-plane in order to achieve a su�cient understanding of the very interesting
properties found in these samples and to understand how the di�erent contributions in-
�uence the magnetization.

134



9 A quest for p-electron magnetism

A new mechanism for developing completely new devices is the so-called p- (or d0)- mag-
netism. Conventionally, magnetism is based on partly �lled shells of either 3d- or 4f-
electrons, but the systems considered in this chapter the 3d shell is completely �lled or
empty (d0). The magnetism in the underlying systems is related to another mechanism,
namely the magnetic polarization of p-electrons. The polarization of p-orbitals is quite
unusual, because the p bands are broad and do not exhibit a high density of states at the
Fermi level, which makes it unlikely to ful�ll the Stoner criterion [137]. One has to men-
tion that d0 is a necessary condition for ferroelectricity in perovskites. In a conventional
picture of ferromagnetism partly �lled d orbitals will never end in a ferroelectric state
[138, 139], and thus the p or d0 magnetism will enable a new route to achieve a material
where magnetoelectric coupling is present.
Here two di�erent routes have been considered to ful�ll the objective to create an uncon-
ventional magnetic system, either with doping of bulk materials or growing arti�cial thin
�lm systems with the focus on the interface in between. The �rst section will focus on
the p-electron magnetism in doped (Ba/Sr)TiO3−xMx, where M can be carbon, nitrogen
or boron. This system was calculated and described by Gruber et al. in 2012 [1]. Their
theoretical work predicts a magnetically ordered ground state for each of the considered
dopants.
Another approach is the second system, a thin �lm heterostructure of di�erent non-
magnetic perovskites like STO and KTO, for instance. It is suggested, that the com-
bination leads to a charge imbalanced interface, which induces holes in the STO region
of the interface. This leads to a d0 ferromagnetic half-metallic 2D electron gas due to
the polarization of the oxygen 2p orbitals at the interface region. This theoretical and
experimental work was also published in 2012 by Oja et al. [2].
The following sections will point out the ideas of the authors mentioned above and give
an insight into the possibilities of a new approach of creating multifunctional materials
for future applications.

9.1 The ideas behind p-electron magnetism

9.1.1 (Ba/Sr)TiO3

Gruber et al. published results of a projected augmented plane-wave method calculation,
as supported by the Vienna ab initio simulation package (VASP), concerning p-electron
magnetism in doped (Ba/Sr)TiO3−xMx [1, 140, 141]. The basis of the calculation is a
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Table 9.1: Calculated parameters of a doped supercell including magnetic moment per dopant
atom, cell volume, c/a ratio, and Ti-X distance dTi-X. Parameters from [1].

X = B C N O

Cell volume [Å3] 64.99 64.70 64.32 63.76
c/a 1.019 1.012 1.009 1.000

dTi-X 2.170 2.096 2.015 1.998

M [µB] 1 2 1 0

unit cell (supercell) with 40 atoms (Ba8Ti8O23X), where one oxygen atom is replaced
by an atom X (C, N, or B). For all of these substituents they found a magnetically
ordered ground state. This ground state is insulating for C and N, but half-metallic for
B. Additionally they found that the cell parameters change after exchanging one oxygen
atom through a dopant. The atomic size of the dopant causes a small tetragonal distortion
of the assumed cubic perovskite structure, which increases the cell volume as shown in
Tab. 9.1.
An exemplary C doping has been chosen in the following. Due to a tetragonal environment
of the C atom the C p-states split locally into pz, pointing to the Ti atoms and px, py
mainly interact with oxygen.
A Molecular Orbital theory (MO) picture explains the magnetic ground state. The MO-
picture and the Density of States (DOS) for C as dopant is shown in Fig. 9.1. In particular

Figure 9.1: MO-diagram (left) and schematic DOS (right) for the case of C doping. The
calculated DOS reveals di�erences if one considers the two di�erent spin directions. Reprinted
from [1], with the permission of EPL.

the calculated DOS shows a interesting behavior if spin polarization is allowed. The
magnetic band splitting is di�erent for the C px, py compared to the C pz orbitals. For
spin-up they found all px, py, pz occupied with 3 electrons below the BaTiO3 (BTO) gap.
The spin-down case shows that only the pz orbitals remain occupied with 1 electron. In
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contrast the px, py states for the spin-down case lie above the gap and remain unoccupied,
which leads to an insulating behavior. The magnetic moment caused by the 4 p-electrons
in the occupied states can be calculated as 2µB, which is the strongest magnetic moment
found for all dopants (Tab. 9.1).
As the whole idea is based on a calculation one has to provide proof of the concept
experimentally (Section 9.2.1). In this work commercially available BTO powder was
used in di�erent annealing processes, where doping can be achieved.

9.1.2 KTaO3/SrTiO3 heterostructures

Ferromagnetism in the metallic band picture of electrons requires a large exchange en-
ergy J and high density of states at the Fermi level D(EF), which is described by the
Stoner criterion JD(EF) > 1 [137]. Only in this case the exchange energy gained by
spin-polarizing is larger than the increase of kinetic energy. The requirement of a high
density of states at the Fermi level is usually attributed to materials with 3d orbitals. The
Hund's coupling is also large in 2p orbitals, which is a common experimental observation
for oxygen. The 2p orbitals exhibit a broad bandwidth and thus the high density of state,
which is necessary to ful�ll the Stoner criterion, is unlikely to be achieved [2, 142]. It
is also known that holes in oxygen p orbitals result in magnetic moments and magnetic
ordering of the holes is possible, if the hole density is high enough [143]. Especially, the
oxygen t1g band is an excellent candidate for realizing Stoner magnetism, because it does
not show a hybridization with other bands [144]. As producing holes by vacancies at
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Figure 9.2: Used p- and n-type superlattices for calculation. The stacking sequence determines
the charge at the interface. The charge arises from the charged TaO2 and KO layers. The STO
layers are neutral. As the whole system has to be neutral, the interface has to compensate the
surplus charges by introducing electrons or holes to the interface. Adapted from [2].

realistic concentrations is not su�cient to achieve a high hole density, Oja et al. showed
a computational and experimental study of a charge imbalanced interface between non-
magnetic perovskites [2]. They used a layered thin �lm system consisting of neutral (100)
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and charged (100) layers of SrTiO3/KTaO3, SrTiO3/KNbO3, or SrTiO3/NaNbO3, respec-
tively. For instance, the SrTiO3 monolayers SrO and TiO2 are both neutral, whereas the
KTaO3 monolayers KO and TaO2 are charged either negatively or positively. Dependent
on the stacking, as shown in Fig. 9.2, the charged layers exhibit an interface charge of
±0.5e per interface formula, because charge neutrality needs to be ful�lled for the com-
plete structure [145]. The charge imbalance causes holes in the SrTiO3 layer next to the
surface. As a consequence a d0 ferromagnetic 2D electron gas at the interface 2p orbitals
can be found.

The group around Oja prepared their samples by using a PLD system under high oxygen
pressure. They could achieve samples that exhibit sharp interfaces and high crystalline
quality. The characterization of the magnetic properties revealed a ferromagnetic behavior
at room temperature, which is shown in Fig. 9.3. The KTO/STO system shows the highest
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Figure 9.3: Magnetization measurements as a function of the external �eld at room tempera-
ture, where the diamagnetic contribution of the substrate is subtracted. The KTO/STO system
shows the highest saturation magnetization. Adapted from [2].

saturation magnetization. Further annealing of the samples was performed in order to get
rid of the in�uence of the oxygen vacancies, but they could not see an improvement. This
means that the high pressure during the preparation is su�cient to saturate the samples
properly.

9.2 Experimental work

This section treats the di�erent ways of sample preparation and analysis of both systems
introduced in the sections above in order to achieve a ferromagnetic material or interface
which is usually non-magnetic.
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9.2. Experimental work

9.2.1 BaTiO3

Untreated powder

For the experiment of doping, a commercially available powder (Sigma-Aldrich) with a
grain size of less than 2µm has been used. To start with powder experiments has one
main advantage, the surface-to-volume ratio is large compared to any bulk material, so
that it should be easier to dope the material. Furthermore the di�usion length of the
dopant is in the same order of magnitude compared to the grain size, which makes a
homogeneous doping more likely.
For the experiments nitrogen has been used as dopant. N2 gas with a purity of 99.99%
was available and has been used in a microwave plasma generator with 2.45GHz. The
plasma generator helps to provide atomic nitrogen instead of molecular. Atomic nitrogen
is more reactive and much smaller and thus it exhibits a higher probability to occupy an
oxygen site in the perovskite structure, which is produced by prior annealing steps.
The generator is a commercially available microwave oven, which is modi�ed for the
special purpose of saturating or doping of materials with oxygen or nitrogen1. A heating
during plasma treatment is not available, the plasma power was the only heat source, but
powder temperature information is missing.
At �rst it is necessary to determine the structure of the untreated BTO, therefore in-house
powder di�ractometry (see 5.2.2) has been used. BTO undergoes several structural phase
transitions while cooling or heating, which are shown in Fig. 9.4. Below 390K a cubic to
tetragonal transition occurs and thus the lattice parameter a and c split up.
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Figure 9.4: The structural phase diagram of bulk BTO . BTO has four di�erent temperature
dependent structural phases. A cubic (C) to tetragonal (T) phase transition sets in below approx.
390K followed by a tetragonal (T) to orthorhombic (O) phase transition below 279K. At 184K
the system undergoes a orthorhombic (O) to rhombohedral (R) phase transition. Reprinted from
[146] with permission.

Fig. 9.5a shows the result of the BTO powder di�ractometry measurement. As the powder
measurement took place at room temperature the tetragonal structure was assumed for the

1With assistance of Ulrich Poppe, PGI-5, Forschungszentrum Jülich GmbH.
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simulation. The cell parameters are deduced as a = b = 3.9977(4)Å and c = 4.0269(5)Å.
The �gure of merit of the pro�le function Rp and Rwp of the Le Bail �t is 5.3% and 7.6%,
respectively. It seems that the simulation does not �t properly, especially for the peaks,
where a splitting of re�ections is expected due to the tetragonal distortion. A zoom on
such re�ections is shown in Fig. 9.5b. The overlap of the (002) and (200) re�ections in the
measured data indicates that the powder is not single phase as expected. A less distinct
splitting of the (002) and (200) re�ections gives rise to the assumption that a cubic phase
is probably present in the powder.
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Figure 9.5: (a) Powder di�ractometry measurement of untreated BTO and Le Bail re�ne-
ment. Jana2006 [49] has been used for the Le Bail re�nement. The data is normalized and the
background is subtracted. (b) Zoom on re�ections, where the Le Bail re�nement does not �t
perfectly due to an additional structural phase. The vertical black lines indicate the theoretical
position of the peaks calculated with Jana2006 as well.

Since the sample preparation process of the used powder is unknown, one can attribute the
non-single phase state to a rough sample treatment like fast cooling after the preparation.
This fast cooling of the powder can possibly lead to an incomplete phase transition from
the cubic high temperature phase to the tetragonal phase at room temperature (Fig. 9.4).
Unfortunately, adding additional phases could not improve the R value of the pro�le
function, which suggests that the structure is in�uenced by parameters, which are not
known. Later on, it will be shown, that annealing improves the quality of the powder.

Sample annealing Two objectives have been pursued with sample annealing; on the
one hand slow heating and cooling of the powder ends in a better quality of the powder due
to a hopefully complete recrystallization into the tetragonal structure. On the other hand,
annealing in a high vacuum or argon atmosphere as an inert gas at high temperature leads
to oxygen vacancies, which has been shown for LaxSr1−xMnO3 thin �lms recently. While
removing oxygen from the system the lattice relaxes and one gets lattice parameters, which
are enlarged by several percent [113]. Those vacancies may enable doping of the BTO
powder more e�ciently, because the dopant can easily occupy a former oxygen position.
Two di�erent methods for sample annealing are available. At �rst the oven of the sputter
high vacuum chamber has been used, where powder is heated in a platinum crucible up
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Figure 9.6: (a) A cubic phase has been introduced into the simulation of used BTO powder.
Improvement of the re�nement is visible, which means that the used and untreated powder is not
a single phase powder. P1 and P2 indicate the calculated peak positions for phase 1 (tetragonal)
and phase 2 (cubic). The simulation was calculated with Jana2006. (b) Plot of the annealing
temperature dependency of the powder. One can easily see that an annealing process in�uences
the structure of the powder, which becomes more single phase. The plasma treatment with
nitrogen has not in�uenced the structure of the powder. The di�erent data is shifted vertically
by 0.4 for a better comparability.

Table 9.2: List of the annealing parameters for the used methods.

Environment Tan [K] Ramp [K/min] Duration [min]

Vacuum chamber 1120/1270 5 360

Tube furnace 1370 1.5 2170

to 1270K. However, the exact powder temperature could not be measured, because the
temperature sensor is located at the heater position, not at the powder position. Thus,
the actual powder temperature is lower. The second way is to use an argon purged tube
furnace for heating in a platinum crucible up to 1370K.
An overview of the used parameters is given in Tab. 9.2. Analysis of the powder XRD data
reveals that the room temperature powder structure changes with respect to the anneal-
ing temperatures. Fig. 9.6b shows selected peaks of the XRD measurements for di�erent
annealing procedures. The separation of the re�ections becomes more pronounced, which
means that the structure approaches a single phase tetragonal state. This e�ect is clearly
observable at the re�ection below 3.2Å−1 and above 3.8Å−1, for instance. Sample an-
nealing improves the crystal quality of the powder and lowers the fraction of impurity
phases, which are clearly observable in the untreated powder as shown.
The annealing in a tube furnace enables the most signi�cant change in the structure. The
content of the impurity phases is lower compared to the untreated and vacuum annealed
samples. It seems that the annealing in the tube furnace is most promising. The pro�le
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function exhibit a Rp of 3.84% and a Rwp of 6.75%, which is an improvement with respect
to the Le Bail simulation for the untreated powder. The simulation retrieved the lattice
parameters a = b = 3.9945(3)Å and c = 4.0276(4)Å.
These heating methods have been used for further experimental steps in order to achieve
an almost single phase BTO powder and to produce oxygen vacancies for doping reasons.

N-plasma treatment After the annealing steps shown before the powder has been
treated in a microwave plasma. A microwave plasma cracks the N2 molecules to provide
atomic nitrogen to the annealing process, which is necessary to make a doping process
more likely. A sketch of the used instrument is shown in the inset of Fig. 9.7. The
plasma annealing has been performed with a nitrogen partial pressure of 35mbar without
additional heating of the sample besides the microwave heating. A temperature measure-
ment of the powder during plasma treatment was not possible. The plasma treatment
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Figure 9.7: The XRD measurement after the N plasma treatment together with the Le Bail
re�nement done with Jana2006 [49]. The blue curve shows the di�erence between data and
simulation. It is shifted by -0.1. A sketch of the used 2.45GHz microwave plasma generator
is shown in the inset. The plasma works with 800W under 35mbar nitrogen gas pressure and
provides atomic nitrogen to the doping process.

was limited to 20min due to stability problems. The used microwave oven was originally
constructed and optimized for oxygen plasma annealing and it was not possible to keep
the nitrogen plasma stable for longer time periods.
Fig. 9.7 shows the XRD measurement of the N treated powder. A Le Bail re�nement
in the tetragonal space group P4mm leads to a pro�le function with Rp = 3.95% and
Rwp = 6.47%. The room temperature lattice parameters are shown in Tab. 9.3, where the
results of the di�erent powder treatments are summarized. In comparison to the change
in structure calculated by Gruber et al. (Tab. 9.1, the relative change is 0.88% for the
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Table 9.3: Comparison of lattice parameters after annealing and after nitrogen plasma treat-
ment. The relative volume change is calculated with regard to the volume of the plasma treated.

a, b [Å] c [Å] V [Å3] ∆V [%]

Untreated 3.99559(29) 4.02979(40) 64.335(11) -0.10

Annealed 3.99450(32) 4.02758(38) 64.264(12) -0.20

N Plasma 3.99705(25) 4.03078(31) 64.397(10)

Gruber et al. 64.32

calculation and 0.20% in the experiments performed here, which is signi�cantly lower than
the ab initio calculation results.
A lot of external parameters a�ect changes of the lattice like further lattice relaxation
due to the annealing procedure itself. Additionally the stoichiometry and the presence
of oxygen de�ciencies and on the other hand impurity phases in a real powder can lead
to such deviations. The duration of the N plasma treatment was probably too short
and the absence of a heater stage a�ected the sample preparation adversely. However,
summing up, within the measurement errors one cannot exclude that a successful doping
took place or not with regard to the structural analysis. Thus, it is necessary to do a
magnetic characterization in order to con�rm or exclude a magnetic phase reliably.

Magnetization The annealed and the plasma treated powder were measured to reveal
the in�uences of the N plasma treatment on the magnetization. The �eld-cooled mag-
netization measurements of the annealed powder (Fig. 9.8a) and the N plasma treated
powder (Fig. 9.8b) are shown. The magnetic �eld during cooling is 0.02T. The measure-
ment data was taken during the FC of the sample. Both samples show a pure diamagnetic
behavior above 60K for the annealed powder and 120K for the N plasma treated powder.
The diamagnetic contribution in both samples is not comparable due to the capsule and
scotch tape diamagnetic signal. The paramagnetic response below approximately 60K
corresponds to paramagnetic transition of oxygen [147] of an oxygen contamination. The
contamination occurs probably due to the usage of a capsule as a sample holder, which
cannot be purged or pumped thoroughly even if holes are drilled into the capsule. The sig-
ni�cant shift to a higher temperature for the nitrogen plasma annealed powder cannot be
explained by a oxygen contamination. The origin of this paramagnetic phase is unknown,
but may be attributed to an additional paramagnetic contamination. A veri�cation is
not possible as the contamination lies below the resolution limit and within the error
of chemical analysis methods. Additionally, during the plasma annealing paramagnetic
centres could be created, which are not distributed homogeneously over the powder and,
thus, collective magnetism via exchange interaction is not present. A direct comparison
of both measurements is not possible due to the unknown diamagnetic contributions from
the used sample holders.
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Figure 9.8: Magnetization from �eld-cooled measurements (to 10K) of the annealed and the
N plasma treated powder. The powder exhibits a diamagnetic behavior down to approximately
100K. Then a paramagnetic behavior sets in, whose reason is a paramagnetic contamination of
the used powder. The red curve indicates the diamagnetic behavior without consideration of the
paramagnetic phase. The expected ferromagnetic behavior cannot be con�rmed, but one cannot
disprove it certainly unless the plasma annealing is improved.

Furthermore, the magnetization data does not �t to a Curie oder Curie-Weiss behavior.
Possibly a superposition of several magnetic impurities causes the shown behavior. To
overcome this problem it is necessary to prepare powder with in-house methods to ensure
that the powder is not contaminated during the preparation process. But due to time
reasons further e�orts in sample preparation and analysis could not be done.

9.2.2 KTaO3

The deposition of KTO on a STO substrate was done to create a charge imbalanced inter-
face between KTO and STO. Tab. 9.4 shows the lattice parameters of both materials at
room temperature. A lattice strain of 2% is not ideal, but can still lead to a successful epi-
taxial growth as reported in [2]. Choosing a STO substrate has the advantage, as shown,
that it exhibits a very good crystalline quality and surface quality and thus is optimally
suited to form a charge imbalanced interface with low roughness as demanded. The low

Table 9.4: Structural parameters at room temperature of KTaO3 [148] and SrTiO3 [21].

a [Å] V [Å3]

KTO 3.9883(2) 63.44(2)

STO 3.901(1) 59.55(5)

melting point and high vapor pressure at low temperatures of potassium makes a con-
trolled sample growth with the OMBE technique impossible. It would even be evaporated
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during the bakeout process of the growth chamber, which is necessary to achieve low base
pressures as mentioned before. Thus, the high oxygen pressure sputtering technique has
been used for the KTO growth. One has to mention that the sputtering technique is also
not ideal. It is a growth technique which also works close to the thermodynamical equi-
librium as mentioned, and thus works with low growth rates of typically around 90 s per
unit cell. The volatility of potassium requires rather high growth rates as provided by the
PLD technique to avoid losing potassium during the growth process. The more promising
PLD method was not available and the sputtering technique was used instead with a
stoichiometric target which is commercially available from the Kurt J. Lesker company.

In�uences of growth temperature on growth

The growth temperature has the largest in�uence on the growth thermodynamics with
respect to surface di�usion or desorption, respectively. Thus, it is the value which is
considered here. The starting values used here are an oxygen partial pressure of 1.5mbar,
a plasma power of 120W, and a growth temperature of 770K. These values are empirical
values from former perovskite thin �lm growth processes. For KTO it is necessary to �nd
the lowest possible growth temperature due to the high volatility of potassium, which
would end in a potassium depletion of the grown layer. The �xed stoichiometry of the
target makes it impossible to correct the stoichiometry of the thin �lm in-situ. A self-
preparation of a target was not successful and thus the option to use a target with a
higher K content to compensate the loss could not be realized.
For the �rst samples the growth temperature was changed from 770K to 1120K and
the growth time was constantly set to 7 h. XRR was performed to quantify the layer
properties. The data and the simulation are shown in Fig. 9.9a. The vertical line indicates
the critical value Qt = 4π

λ
·sin θt of total re�ection for the lowest used growth temperature,

which corresponds to the critical angle θt introduced in section 3.5. The higher the growth
temperature the larger is Qt. As Qt is dependent on the thin �lm scattering length density
(SLD), which was shown in Sec. 3.1, this increase is related to an increase of the layer SLD
and therefore also of the density. Higher temperatures provide more kinetic energy for
di�usion processes on the surface and help to �nd atomic positions, which are energetically
more favorable. These positions lead to a more dense structure. As a consequence the
thickness of the layer decreases accordingly, and is indicated by the oscillation period,
which becomes longer for higher growth temperatures. All the mentioned in�uences are
considered in the shown simulation, which were done with GenX [52]. Fig. 9.9b shows the
dependency between SLD and the layer thickness for the di�erent growth temperatures.
The optimal growth temperature can be estimated as 1020K, where the SLD reaches
the expected theoretically calculated value, which was desired to be achieved in order to
get the expected KTO structure. Furthermore, the KTO roughness is 5.7(2)Å, which is
roughly in the order of one unit cell. Both, the density and the roughness give rise to
the assumption that a �at layer has been grown without any indication of island growth.
This could also be shown with AFM.
Besides the layer density and thickness, crystalline growth was intended to be achieved. A
proof of crystallinity in growth direction was not found for all grown samples, which means
that most likely an amorphous layer has been grown for all used growth temperatures.
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Figure 9.9: (a) Re�ectivities measured at di�erent temperatures. The vertical line points
to the critical angle θc (Qc) of total re�ection. The higher the temperature the higher is this
angle, which is related to the density of the sputtered �lm. For a better overview each curve is
separated by a factor of 10. (b) Parameters, which one gets from the simulation of the measured
re�ectivity. The horizontal line describes the theoretically calculated SLD for a thin �lm with
ideal stoichiometry and density.

To overcome this problem a further increase of the growth temperature from 1145K to
1245K was done in steps of 25K, whereas the growth duration was reduced to 5 h and 2.5 h,
respectively. The reduction of the growth duration helps to reduce the potassium depletion
after further increase of the growth temperature by reducing the thickness accordingly.
All other parameters stayed unchanged.
After each growth temperature the sample was characterized with XRD and the growth
temperature was increased until a structural re�ection of KTO appeared. The lowest
temperature for a crystalline growth is 1195K, where clear structural re�ections appear.
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Figure 9.10: Room temperature XRD measurement of (001) (a) and (002) (b) re�ection.
Besides the Cu-Kα1 radiation a small Cu Kα2 and Bremsstrahlung contribution is visible for the
(001) and (002) STO re�ection. Calculated parameters can be found in Tab. 9.5.
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The XRD data is shown in Fig. 9.10, where one can �nd the (001) and the (002) re�ections
from both the KTO thin �lm and the STO substrate. A �t of a Gaussian to the data has
been used to determine the position of each re�ection.

Table 9.5: Position, FWHM, and out-of-plane lattice parameter of KTO and STO grown at
1195K for the out-of-plane (001) and (002) re�ections. A θ correction has been done according
to Eq. 9.2.

(001) (002)
Qz [Å−1] FWHM [Å−1] Qz [Å−1] FWHM [Å−1] a [Å]

STO 1.6104(1) 0.003 3.2207(1) 0.004 3.9017(1)
KTO 1.5605(3) 0.035 3.1252(10) 0.038 4.0236(5)

A determination of the lattice parameter must contain the consideration of a θ and Qz

shift which can be calculated with the condition

0 =
l1
l2

sin(θr1)− sin(θr2), (9.1)

where l1 and l2 are the orders of the re�ections according to (00li) and θri is the corre-
sponding real angle, which is already corrected by ∆θ. The relation between real and
measured angle is θr = θm + ∆θ. From Eq. 9.1 one gets

tan ∆θ =
l1
l2

sin θ2 − sin θ1

− l1
l2

cos θ2 + cos θ1

. (9.2)

Here ∆θ is calculated as -0.03◦ and the corrected results of the XRD measurements are
listed in Tab. 9.5. The calculated STO room temperature lattice parameter is 3.9017(1)Å
and in agreement with the literature value of aSTO = 3.901(1)Å found in [21]. The out-
of-plane lattice parameter for KTO shows aKTO = 4.0236(5)Å. If one assumes that the
volume of the unit cells stays constant an in-plane compressive strain has been expected.
The in-plane lattice parameter can be calculated to a = 3.9708(7)Å. Another explanation
is the quality of the layer itself. The lattice parameter is an averaged value along the
growth direction, thus the compressive strain applied by the substrate can be reduced
and can explain the di�erence of the lattice parameter entirely. Information about the
lattice relaxation in dependence of the layer thickness is not available. As introduced
earlier, the FWHM of the layer re�ections is inversely proportional to the total thickness
of the layer and results in 172(7)Å for the underlying sample, which is signi�cantly lower
compared to the layer thickness d = 273.5Å gained from XRR (Tab. 9.6). This is probably
a hint to a layer which is separated into a crystalline and an amorphous part.
Potassium itself exhibits a high vapor pressure at the used growth temperature [149],
which leads to an outgassing of the volatile potassium from the sample during growth,
and in addition, the slow growth intensi�es the e�ect of outgassing.
RBS revealed a strong depletion of potassium in the grown samples. One has to add, that
the sensitivity of RBS to light atoms like potassium is low, and the error can be estimated
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Figure 9.11: (a) RBS measurement of sputtered KTO on a STO substrate and its simulation.
In (b) the parameters from the simulation (done with RUMP) are tabulated. At least two layers
with di�erent K content are necessary to simulate the data properly.

as higher than 10%. The results of the measurement of a sputtered KTO layer on STO at
1195K are shown in 9.11, and nevertheless, it proves the depletion e�ect, which gradually
increases while growing. RBS averages over the beam spotsize of a few µm and thus the
lateral resolution is poor, which means that region with higher or lower potassium content
could exist. This would explain the appearance of structural re�ections due to stable
perovskite regions within the layer, and also the large FWHM of the re�ections, which
are caused only from the crystalline part of the layer which is approximately 173(7)Å.
Additionally, the XRR measurement shown in Fig. 9.12a con�rms the RBS results.

Table 9.6: Parameters from XRR simulation. To simulate the grown layer three di�erent KTO
sublayers are necessary with decreasing SLD as shown in Fig. 9.12b. KTO1 is the �rst assumed
layer following the substrate, KTO2 and KTO3 are the further layers, which are necessary. The
asymmetric parameter errors are calculated by GenX [52].

thickness [Å] roughness [Å]

Substrate 9.0+1.0
−1.0

KTO 1 184+4.0
−1.0 7.5+0.1

−0.1

KTO 2 66.8+2.0
−4.0 4.2+0.1

−0.1

KTO 3 22.7+2.0
−1.0 7.5+0.2

−0.2

The simulation here has three di�erent layers included with decreasing SLD, which is
mainly a consequence of losing potassium during the growth process, and is in agreement
with the RBS results. The corresponding SLD gained from the simulation is depicted in
Fig. 9.12b.
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Figure 9.12: (a) XRR data and simulation. As the grown layer is inhomogeneous three di�erent
layers with decreasing SLD are necessary. The structural parameters of each layer are given in
Tab. 9.6, whereas the SLD used is shown in (b). An ideal KTO layer is also shown here. (c)
6µm2 surface overview measured with an AFM. (d) is the height pro�le along the white line in
(c). Data reduction and analysis was performed with Gwyddion [150].

An AFM measurement shows a drastically in�uenced surface and is shown in Fig. 9.12. It
consists out of lengthy islands of di�erent heights, which are aligned almost perpendicular
to each other. Without veri�cation, the lengthy islands are grown probably along the
main cubic symmetry axis of the STO. Fig. 9.12d shows an extracted pro�le along the
white horizontal line in Fig. 9.12c. In between rather small needles high islands can
be seen. The averaged roughness for the measured region is 10.45Å. Considering that
AFM in contrast to XRR only measures a small region (µm2 vs. mm2), the roughness is in
agreement with X-ray measurement. Unfortunately, AFM does not give information about
the composition of these islands, which would prove the concept of a non-homogeneous
distribution of potassium within the sample.
The growth of island instead of a smooth surface is usually caused by two di�erent in�u-
ences in the system. Either the growth temperature is not high enough or the stoichiom-
etry of the growing thin �lm is not the expected one and thus the structure is not stable.
Here it seems that the reason for this kind of growth mode is the non-stoichiometry of the
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layer. The used temperature 1195K is the lowest temperature, where one can observe a
crystalline structure. Unfortunately, this growth temperature is high enough to in�uence
the stoichiometry and thus the surface morphology negatively. This is somehow a predica-
ment and HOPSA does not seem to be the appropriate growth method. As expected, the
high oxygen pressure sputtering technique is not applicable for the growth of KTO layers
on STO due to the in�uences of a high growth temperature together with a rather slow
growth process.

9.3 Discussion

The two introduced rather unconventional magnetic systems are handled as promising
candidates for new materials in functional devices for information technology. Especially
the �rst one (BTO) needs experimental con�rmation of the theory published by Gruber
et al. However, during this work it was not possible to con�rm a spontaneous magnetic
polarization in powder. The publication predicted a strong magnetization for all doping
materials. The reason for that is speculative, because a direct measurement of the dop-
ing concentration was not possible. The determination of concentrations of a very small
amount of light atoms like carbon and nitrogen is not straight forward. A ferromagnetic
behavior of the system cannot be found. It is possible that either the doping was not
successful or the e�ect is dominated by other e�ects in real systems like strain or crys-
talline imperfections, which destroy the collective polarization of the p-orbitals. Gruber
et al. calculated the case of a dopant atom on an oxygen position. According to their
calculations a replacement of oxygen by dopant atoms is energetically possible and stable
at the ground state. However, they could not model what happens at higher tempera-
tures and, especially, if it is possible to introduce dopant atoms at higher temperatures.
Furthermore one has to consider that the size of all dopants is smaller than oxygen, and
especially carbon and boron tend to have positive oxidation numbers compared to -2 of
oxygen, which could lead to instabilities.
By the way, the natural occurrence of nitrogen in the earth's atmosphere is about 80%
and it contaminates oxygen supplies or vacuum chambers. In recent years lots of research
was done on bulk or thin �lm perovskites, especially on BTO or STO. Why nobody found
a doping e�ect by accident?
Secondly, a try to grow KTO on STO along the second route with HOPSA was done.
The idea is based on a theoretical and experimental work from Oja et al. As explained
the sputtering technique is not a suitable method to achieve the objective of obtaining
stoichiometric and crystalline thin �lms. Low growth temperatures led to smooth sur-
faces, but epitaxial and crystalline growth could not be found. In contrast high growth
temperatures result in a crystallinity, which is obviously incomplete, and in a high de-
pletion of potassium and highly structured surface. The strong depletion of potassium
may destabilize the perovskite structure and thus the layer is not homogeneous. Some re-
gions may exhibit crystallinity and stoichiometry, whereas amorphous regions with strong
potassium depletion dominate the sample. To overcome the stoichiometry problem tar-
gets with higher potassium content are necessary. The preparation of KTO targets was
not successful, which also cancels out the option to grow samples on a PLD system from
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a neighboring group, which is de�nitely the method of choice, because of its rather fast
growth.
As both systems are interesting and promising one should continue working on them
to achieve magnetoelectric materials that can revolutionize information technology with
respect to storage e�ciency in both the power consumption and storage density case.
Especially for the KTO systems an exchange of STO with BTO was planned. BTO also
exhibits neutral layers, which is a requirement to the system to get a charge imbalanced
interface between KTO and BTO. The ferroelectric BTO may couple to the ferromagnetic
interface, which enables an additional route to a multiferroic storage device.
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10 General outlook

In this thesis metal oxides in di�erent compounds were investigated with respect to their
structural, electronic, and magnetic properties. Due to their sensitivity to external and
internal parameters, transition metal ions are perfect candidates for the development of
new storage device concepts, especially for La2/3Sr1/3MnO3, where the magnetic properties
are highly sensitive to structural and electronic changes in its environment.
Especially, the materials, where p-electrons mediate the magnetism instead of the usu-
ally magnetic 3d- or 4f- electrons are very interesting. In such materials, carbon doped
BaTiO3, for instance, ferroelectric and ferromagnetic properties can coexist and, poten-
tially, both properties are coupled. Thus, a storage device with low energy consumption
is imaginable due to the possibility of switching the magnetic states with an applied elec-
tric �eld. Furthermore, the second type of a p-electron system is quite promising. Here
the functional device is the interface between BaTiO3 and KTaO3 thin layers, where a
coupling of the ferromagnetic interface and the ferroelectric BaTiO3 layer is expected.
However, the preparation of these systems is di�cult and was not successful and further
e�orts are necessary to achieve a proof of concept.
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A Acronyms

AES Auger Electron Spectroscopy.

AFM Atomic Force Microscopy.

APS Advanced Photon Source of the Argonne National Laboratory.

BTO BaTiO3.

CTO CaTiO3.

DNS Di�use Neutron Scattering Spectrometer.

DOS Density of States.

EDX Energy Dispersive X-ray Spectroscopy.

HAADF High-Angle Annular Dark-Field.

HOPSA High Oxygen Pressure Sputtering Automat.

HV High Vacuum.

HZDR Helmholtz Zentrum Dresden-Rossendorf.

KTO KTaO3.

LEED Low Energy Electron Di�raction.

LSFO La1/3Sr2/3FeO3.

LSMO La2/3Sr1/3MnO3.

MLZ Heinz Maier-Leibnitz Zentrum.

MO Molecular Orbital theory.

MPMS Magnetic Property Measurement System.

NCNR NIST Centre for Neutron Research.
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Acronyms

OMBE Oxide Molecular Beam Epitaxy.

PBR Polarized Beam Re�ectometer.

PID Proportional-Integral-Derivitive.

PLD Pulsed Laser Deposition.

PNR Polarized Neutron Re�ectometry.

PPMS Physical Property Measurement System.

QMB Quartz Microbalance.

RBS Rutherford Backscattering Spectrometry.

RHEED Re�ection High Energy Electron Di�raction.

SLD Scattering Length Density.

SQUID Superconducting Quantum Interference Device.

STEM Scanning Transmission Electron Microscopy.

STO SrTiO3.

UHV Ultra High Vacuum.

XRD X-Ray Di�raction.

XRR X-Ray Re�ectometry.
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B Physical quantities

List of frequently used quantities:
τ Goldschmidt tolerance factor
a, b, c also ai, bi, ci crystal lattice parameter
JH Hund's exchange energy
∆ crystal �eld splitting
T temperature

(subscripts: Verwey V, Curie C, Néel N, charge ordering CO)
Mi molar mass for element i
~B magnetic �ux density
~H magnetic �eld
M = | ~M | magnetization (normalized to mass)
K anisotropy constant
σN uniaxial strain
µ mobility of a particle (i.e. electron, polaron)
σs speci�c conductivity
ρr speci�c resistiviy
λ wavelength
~k′, ~k wavevector (incident, outgoing)
k = |~k| absolute value of wavevector
~Q = ~k′ − ~k, | ~Q| = Q scattering vector
σ total cross section
f( ~Q) scattering amplitude
~G or ~Ghkl reciprocal lattice vector (hkl: Miller indices)
dhkl lattice plane distance for di�erent h, k, l
I Intensity
Rp, Rwp (weighted) reliability factor
ni refractive index of material i
bj scattering length
~̂σ spin operator
V volume
p, pi pressure (for gas species i)
Cp, CV speci�c heat for p = const or V = const
Ri Re�ectivity with neutron channel i
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Physical quantities

d<name> thickness of layer <name>
σ<name> roughness parameter of layer <name> (Re�ectivity simulations)
ρ<name> density of layer <name>
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C Physical constants

c = 299792458m · s−1 speed of light in vacuum
NA = 6.022140857(74) · 1023 mol−1 Avogadro constant
kB = 1.38064852(79) · 10−23 J ·K−1 Boltzmann constant
R = NA · kB = 8.3144598(48) J ·mol−1 ·K−1 gas constant
h = 6.626070040(81) · 10−34 J · s Planck constant (~ = h/2π)
mn = mp = 1.672621898(21) · 10−27 kg proton and neutron mass
me = 9.10938356(11) · 10−31 kg electron mass
e = 1.6021766208(98) · 10−19 C elementary charge
µ0 = 4π · 10−7 N · A−2 magnetic constant
ε0 = 1

µ0c2
electric constant

r0 = e2

4πε0mec2
classical electron radius

µB = e~
2me

Bohr magneton
µN = e~

2mn
nuclear magneton

φ0 = h
2e

magnetic �ux quantum
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D Supplementary information

Parameters are shown which were used for powder and both bilayer samples. Additional
measurements are also shown.

D.1 De�nition of �tting parameters

D.1.1 Jana2006

Pro�le parameters are de�ned in D.2, R values are de�ned in Sec. 3.4.

a, b, c lattice parameter in Å
M1 magnetic moment of Fe5+ in µB
M2 magnetic moment of Fe3+ in µB
shift parameter for θ0 correction
scale pro�le scale factor
GOF Goodness of �t: Rw,profile/Rw

D.1.2 GenX

d(layer) thickness of corresponding layer in Å
σ(layer) roughness parameter in Å
coxygen,top oxygen content top layer
ρ(layer) density in Å

−3

mMLx magnetization for magnetic layer x
in µB per formula unit (Fig. 8.14)

cMn,inter Mn content in interlayer
cFe,inter Fe content in interlayer
FOM �gure of merit as de�ned in Sec. 3.6
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Supplementary information

D.2 LSFO powder sample

Normalized Gaussians and Lorentzians exhibit angle (or Q) dependent parameters as
follows:
normalized Gaussian:

G (∆T,ΓG) =

√
4 ln 2

πΓ2
G
exp

(
−4 ln 2(∆T )2

Γ2
G

)
,

where ΓG is de�ned as

ΓG = GU tan2 θ + GV tan θ + GW +
GP

cos2 θ
.

normalized Lorentzian:

L (∆T, γL) =
2

πγL

1

1 +
(

2∆T
γL

)
with

γL =
LX

cos θ
+ LY tan θ.

D.2.1 BT-1 re�nement parameters

300K

GU 76.33
GV -137.01
GW 157.41
LX 0
LY 16.23725
Rw,pro�le [%] 6.28
Rw [%] 3.83
GOF 2.50

a, b [Å] 5.4846(4)
c [Å] 13.4032(13)
M1 [µB/f.u.] N/A
M2 [µB/f.u.] N/A
shift (1/1000) 2.33
scale 0.73
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D.2. LSFO powder sample

5K

GU 231.81
GV -173.81
GW 158.98
LX 6.03
LY 2.89
Rw,pro�le [%] 7.92
Rw [%] 6.22
GOF 2.65

a, b [Å] 5.4762(7)
c [Å] 13.3598(26)
M1 [µB/f.u.] 3.53(23)
M2 [µB/f.u.] 2.51(36)
shift (1/1000) 5.50
scale 0.75

D.2.2 11-BM re�nement parameters

100K

GU 15.32
GV -21.64
GW 1.37
LX 0.33
LY 13.72
Rw,pro�le [%] 13.40
Rw [%] 5.32
GOF 2.48

a, b [Å] 5.4797(2)
c [Å] 13.3727(6)
shift (1/1000) 0.06
scale 0.16

D.2.3 DNS re�nement additional data and parameters

Measurement at 4.5Å The top of Fig. D.1 shows a DNS measurement performed
at 5K with a wavelength of 4.5Å. Due to problems occured during the beamtime only
the 5K measurement is available. The following measurement (see next paragraph) was
then performed at 3.3Å. The bottom of this �gure depicts the simulation and data of
the magnetic signal. As low angles are in�uenced by the beam stop of the unscattered
neutron beam, the lowest re�ection was ignored. The table contains the parameters from
the Rietveld re�nement. The listed scale factor was not re�ned. It was taken from the
re�nement of the nuclear signal and kept constant during the re�nement of the magnetic
contribution (indicated by *).
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Figure D.1: Top �gure shows 5K powder measurement performed at the DNS instrument
with a wavelength of 4.5Å. Bottom �gure shows re�nement of the magnetic signal. The lowest
re�ections was omitted due to a shadowing e�ect of the beamstop at low angles.

GU 2346.58
GV -13372.58
GW 892.6253
LX 1.353764
LY 0
Rw [%] 2.99

a, b [Å] 5.402(29)
c [Å] 13.194(102)
M1 [µB/f.u.] 3.12(43)
M2 [µB/f.u.] 4.26(22)
shift (1/1000) 192.24
scale* 0.87

Measurement at 3.3Å
The * indicates that the parameter is used from the re�nement of the nuclear contribution
and kept �xed during the magnetic signal re�nement.
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D.3. LSMO�nal

GU 43871.35
GV -65328.29
GW 12992.81
LX 3.14
LY 0
Rw,pro�le [%] 7.92
Rw [%] 0.08

a, b [Å] 5.491(9)
c [Å] 13.5068(15)
M1 [µB/f.u.] 1.73(34)
M2 [µB/f.u.] 1.34(23)
shift (1/1000) 40.8249
scale* 1.9429
1 1

D.3 LSMO�nal

D.3.1 Substrate

SrTiO3 substrate from CrysTec GmbH [112].
Cleaning 3min with acetone and 3min with ethanol in an ultrasonic bath before using

D.3.2 LSFO growth with OMBE

Frequency changes of quartz microbalance

before growth after 14 h di�erence / 1 h [%]

−∆fSr
[
Hz
s

]
0.076 0.079 0.3

−∆fLa
[
Hz
s

]
0.056 0.050 0.8

−∆fFe
[
Hz
s

]
0.091 0.091 0.0

Growth procedure

Plasma 300W / 0.15 sccm
O2 partial pressure pO2 1.3E-7mbar
Growth duration 4500 s
Substrate annealing 1320K (1h)
Growth temperature Tgrowth 1240K
Post-annealing 5400 s at Tgrowth
Cooling procedure to 470K with 3K/min
Second annealing 470K (0.5 h)
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Supplementary information

LEED and RHEED after LSFO growth

LEED @ 100 eV LEED @ 200 eV

LEED @ 250 eV

RHEED

D.3.3 LSMO growth with HOPSA

Growth procedure

Note: The growth rates of HOPSA and OMBE are comparable. Thus, the same growth
time has been used for both.

Plasma 120W
O2 partial pressure pO2 2.05mbar
Growth duration 4500 s
Pre-annealing 1250K (0.25 h)
Growth temperature Tgrowth 1250K
Cooling procedure to 870K with 5K/min
Annealing 870K (0.5 h)

D.3.4 Parameters from PNR simulations
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D.3. LSMO�nal
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250K FOM: 1.23

Parameter Value asymmetric errors

dLSFO [Å] 220.6374 -1.944e+00, 9.346e-01
dLSMO [Å] 127.2262 -2.761e+00, 4.838e+00
σLSMO [Å] 34.9428 -1.085e+01, 5.712e-02
σLSFO [Å] 23.9258 -2.800e+00, 2.963e-01
σSub [Å] 11.7558 -1.027e+00, 1.962e+00
dTOP [Å] 33.1244 -3.097e+00, 3.477e+00
σTOP [Å] 2.0282 -2.816e-02, 4.175e+00
dInter [Å] 41.0035 -4.029e+00, 1.585e+00
σInter [Å] 2.5867 -3.028e-01, 2.713e-01
coxygen,top 2.4803 -9.740e-02, 3.614e-02
ρTop [Å−3] 0.01624 -1.960e-04, 6.205e-04
ρLSMO [Å−3] 0.01724 -2.462e-04, 2.348e-04
ρLSFO [Å−3] 0.01709 -4.807e-05, 5.622e-05
ρInter [Å−3] 0.01587 -4.326e-04, 2.917e-04
mML1 [µB/uc] 0.0000 -
mML2 [µB/uc] 0.0000 -
mML3 [µB/uc] 1.5282 -1.176e-01, 4.622e-02
mML4 [µB/uc] 2.6073 -9.029e-02, 4.262e-02
mML5 [µB/uc] 1.5246 -5.978e-02, 3.493e-01
cMn,inter 0.9977 -6.305e-02, 2.283e-03
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D.4 LSFO�nal

D.4.1 Substrate

SrTiO3 substrate from Crystec GmbH [112].
Cleaning 3min with acetone and 3min with ethanol in an ultrasonic bath before using.

D.4.2 LSMO growth

Growth procedure

Plasma 120W
O2 partial pressure pO2 2.05mbar
Growth duration 4500 s
Pre-annealing 1320K (1.4 h)
Growth temperature Tgrowth 1250K
Post-annealing 1120K (0.5 h)
Cooling procedure to 270K with 5K/min

LEED and RHEED after LSMO growth

LEED and RHEED measurement after transfer from HOPSA to OMBE.

LEED @ 100 eV LEED @ 200 eV

LEED @ 250 eV

RHEED
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D.4.3 LSFO growth

Frequency changes of quartz microbalance

before growth after 14 h di�erence / 1 h [%]

−∆fSr
[
Hz
s

]
0.076 0.072 0.4

−∆fLa
[
Hz
s

]
0.056 0.050 0.8

−∆fFe
[
Hz
s

]
0.091 0.091 0.0

Growth procedure

Plasma 300W / 0.15 sccm
O2 partial pressure pO2 1.3E-7mbar
Growth duration 4500 s
Pre-annealing 1240K (0.25 h)
Growth temperature Tgrowth 1240K
Post-annealing 900 s at Tgrowth
Cooling procedure 3K/min
Second annealing 770K (0.5 h)
Third annealing 470K (0.5 h)
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LEED and RHEED after LSFO/LSMO growth

LEED @ 100 eV LEED @ 200 eV

LEED @ 250 eV

RHEED
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D.4.4 PNR measurements: additional temperatures
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Figure D.3: Additional PNR measurements and simulations of sample LSFO�nal for both
non-spin-�ip channels.

D.4.5 Parameters from PNR simulations

The following tables contain all parameters gained from the simulation done in this thesis.
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100K FOM: 1.00

Parameter Value asymmetric errors

dLSFO [Å] 215.0968 -4.561e+00, 3.355e+00
dLSMO [Å] 173.8870 -1.587e+00, 5.618e+00
σLSMO [Å] 16.9650 -6.956e+00, 3.495e-02
σLSFO [Å] 4.1839 -1.182e+00, 1.078e+01
σSub [Å] 14.3727 -3.628e+00, 2.187e+00
dTOP [Å] 6.7699 -1.664e+00, 2.594e+00
σTOP [Å] 4.8339 -1.061e+00, 9.895e-01
dInter [Å] 8.4516 -1.834e+00, 3.109e+00
σInter [Å] 9.0716 -4.387e+00, 9.150e-01
coxygen,top 3.0000 -
ρTop [Å−3] 0.01859 -3.452e-03, 4.068e-04
ρLSMO [Å−3] 0.01734 -2.533e-04, 2.544e-04
ρLSFO [Å−3] 0.01736 -7.456e-05, 7.791e-05
ρInter [Å−3] 0.01594 -1.811e-03, 1.685e-03
mML1 [µB/uc] 3.1076 -1.816e-01, 7.563e-02
mML2 [µB/uc] 0.0000 -
mML3 [µB/uc] 0.0000 -
mML4 [µB/uc] 0.0000 -
cFe,inter 0.5298 -1.481e-01, 6.129e-02
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250K FOM: 0.93

Parameter Value asymmetric errors

dLSFO [Å] 209.3108 -4.164e+00, 3.227e+00
dLSMO [Å] 171.9685 -4.677e+00, 4.929e+00
σLSMO [Å] 5.0000 -
σLSFO [Å] 5.0000 -
σSub [Å] 15.8473 -5.175e+00, 1.138e+00
dTOP [Å] 10.4659 -1.628e+00, 3.623e+00
σTOP [Å] 2.2782 -2.778e-01, 1.733e+00
dInter [Å] 13.5230 -2.642e+00, 1.454e+00
σInter [Å] 2.9449 -6.404e-01, 5.376e-01
coxygen,top 3.0000 -
ρTop [Å−3] 0.01625 -8.101e-04, 8.073e-04
ρLSMO [Å−3] 0.01760 -3.472e-04, 3.092e-04
ρLSFO [Å−3] 0.01724 -1.057e-04, 8.159e-05
ρInter [Å−3] 0.01380 -7.538e-04, 1.693e-03
mML1 [µB/uc] 2.3909 -1.995e-01, 2.182e-01
mML2 [µB/uc] 0.0000 -
mML3 [µB/uc] 0.0000 -
mML4 [µB/uc] 0.0000 -
cFe,inter 0.1544 -1.385e-01, 2.079e-01
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2.1 Cubic perovskite structure of STO. The A-site is occupied by Sr atoms,
the B-site by Ti atoms. The blue marked octahedron speci�es the oxy-
gen environment, which is characteristic for the perovskite structure. The
dedicated space group is Pm3̄m. The �gure was made with VESTA [14]. . 5

2.2 Antiferrodistortive transition at 105K of STO. The oxygen octahedron
rotates around the cubic c-axis with the rotation angle φ which leads to a
transition from cubic to tetragonal. The rotation of the octahedra in two
adjacent cells is opposite. Adapted from [18]. . . . . . . . . . . . . . . . . . 6

2.3 (a) Hexagonal unit cell of LSFO with space group R3̄c, which contains
six chemical formula units. The A-site is occupied statistically with 33%
Lanthanum and 67% Strontium which is indicated by two di�erent green
tones. (b) Rhombohedral (pseudo cubic) unit cell, which is a slightly
distorted cubic perovskite structure. The blue polyhedron indicates the
octahedral oxygen environment. One can easily see that the [111] direction
of the pseudo cubic structure is equivalent to the c-axis of the hexagonal
unit cell. Both �gures were created with VESTA [14]. . . . . . . . . . . . . 7

2.4 Crystal �eld splitting of a transition metal ion with di�erent oxygen en-
vironments. The crystal �eld splitting energy ∆ separates the eg and t2g
energy level. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.5 Two di�erent spin con�gurations for the four electrons of Fe4+ in a cubic
oxygen environment, which is depicted in Fig. 2.1, for instance. . . . . . . . 9

2.6 Illustration of the double-exchange mechanism between two manganese
atoms with di�erent valences. Black indicates the state before the elec-
tron hopping occurs, whereas red is the end state. As double exchange is
a real hopping process the valance of the manganese atom changes. . . . . 11

2.7 A simpli�ed illustration of the exchange coupling between a ferromagnetic
and an antiferromagnetic thin �lm. Adapted from [36]. . . . . . . . . . . . 12

3.1 Scattering experiment within the Fraunhofer approximation. An incident
plane wave is scattered towards a detector. Adapted from [41]. . . . . . . . 16

3.2 De�nition of the scattering cross-section. The scattered intensity is pro-
portional to the cross-section. Adapted from [41]. . . . . . . . . . . . . . . 17

3.3 Ewald construction to visualize the Laue condition. The scattering con-
dition is only ful�lled for lattice points which lie on the Ewald sphere (or
Ewald circle in the 2D projection). . . . . . . . . . . . . . . . . . . . . . . 19
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3.4 Construction of 2D projection of a crystal lattice. The crystal lattice is a
convolution of a basis consisting of atoms and a mathematical point lattice. 20

3.5 Scattering geometry of a typical re�ectometry experiment. In the case of
specular scattering (a), where αi and αs are equal, ~Q is perpendicular to
the sample's surface and thus only Qz 6= 0. The blue arrow is the refracted
beam with the angle αr. In case of αi 6= αs the o�-specular scattering or
di�use scattering occurs and lateral structures can be probed (b). The
scattering vector ~Q has a non-vanishing lateral component. . . . . . . . . . 23

3.6 The re�ectivity R (a) and the transmittance T (b) for the case of vanishing
absorption. In both θt is the key angle. For R below θt total re�ection takes
place. T shows a di�erent behavior. At θt the incident and scattered wave
interfere constructively, which means that the amplitudes can be added.
From a doubled amplitude T = 4 follows, because it is the square value of
the amplitude. Adapted from [41]. . . . . . . . . . . . . . . . . . . . . . . . 25

3.7 Sketch of the scattering geometry for PNR. The incident neutrons have a
polarization ~P parallel to the y-direction. Dependent on the magnetic �eld
within the sample ~B non-spin-�ip (NSF) and spin-�ip (SF) processes can
be observed. The sample is assumed to be single domain. Adapted from [54]. 27

3.8 Ewald construction for two-dimensional surface scattering on a cut along
kx. Lattice rods appear instead of lattice points. These lattice points
always intersect with the Ewald sphere and thus the Laue condition is ful-
�lled easily for an incoming beam with the wavevector ~k and the scattered
wavevector ~k′. This sketch is adapted from [57]. . . . . . . . . . . . . . . . 28

4.1 The upper sketch explains the di�erent mechanism that occur during thin
�lm growth. The bottom �gure shows the di�erent heteroepitaxial growth
modes, which are caused by the surface thermodynamics. For a smooth
layer it is necessary to achieve the Frank-van der Merve growth mode (a),
which indicates a perfect layer-by-layer growth. . . . . . . . . . . . . . . . 32

4.2 (a) Bird's eye view of the used system. The system is divided into three
sections. The load lock, the bu�er line, and the main chamber. A transfer
system allows one to move the sample within the system. The main cham-
ber, or growth chamber, is equipped with two electron beam evaporaters
and six e�usion cells. In total up to eight elements can be evaporated si-
multaneously. (b) depicts a cross section of the main chamber to see the
arrangement of the equipment that is necessary for sample growth. The
substrate is mounted upside-down on a heater. The oxygen source and the
evaporaters can be closed with shutters. Both sketches are not true to scale.
AES: Auger electron spectroscopy, QMB: quartz microbalance, LEED: low
energy electron di�raction, RHEED: re�ection high energy electron di�rac-
tion, RGA: residual gas analyzer. . . . . . . . . . . . . . . . . . . . . . . . 35
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4.3 Sketch of the used high oxygen pressure sputtering automat. Two targets
can be used simultaneously to grow multilayer systems and the movable
target arm is necessary to start and stop the growth as well as switching
between two targets. The target size is ca 5 cm, the distance between
substrate and target can vary within a few centimeters. The zoom shows
a detailed view on the target, heater, and substrate. . . . . . . . . . . . . . 36

5.1 Sketch of a LEED system. The electrons are accelerated towards the sample
and impinge perpendicular to the sample surface and are then di�racted in
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6.1 (a) Charge ordering of LSFO along the [111]-direction (red arrow) of the
pseudo cubic unit cell. The ordering vector for the charge ordered phase is
~qCO = (1/3, 1/3, 1/3). The colored planes perpendicular to the [111]-direction
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charge and magnetic ordering in space group R3̄c projected onto the (010)
plane. The arrows show the di�erent spin states of Fe3+ and Fe5+. Adapted
from [94]. Sketches are generated with VESTA [14]. . . . . . . . . . . . . . 58
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taken from [96]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

6.3 (a) depicts the thickness dependence of the resistivity measured on a LSFO
thin �lm grown on STO. Reprinted from [103], with the permission of
AIP publishing. Above the critical thickness of 200Å a transition can be
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6.5 (a) Measured X-ray powder data after each calcination step. For a better
visibility the data sets are shifted along the y-axis. The vertical markers
indicate the theoretically calculated peak positions of the expected space
group R3̄c. (b) A zoom on the (2-24) re�ection in order to see the changes
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6.6 Powder XRD measurement at room temperature and the Le Bail �t (see
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8.15 PNR measurements and simulations of sample LSMO�nal (a) and LSFO-
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9.5 (a) Powder di�ractometry measurement of untreated BTO and Le Bail re-
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is normalized and the background is subtracted. (b) Zoom on re�ections,
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